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FOREWORD

The annual conference on Ground Target Modeling and Validation is jointly sponsored by

the U.S. Tank-Automotive Research, Development & Engineering Center (TARDEC).

It is administered through Signature Research, Inc. (SGR). The conference is held on the
campus of Michigan Technological University in Houghton, Michigan. The Tenth Annual
Conference on Ground Target Modeling and Validation was held 17-19 August, 1999.

The conference is held at the UNCLASSIFIED level and is open to all interested persons. In
general, the attendance is made up of technical-level individuals representing industry, defense
contractors, and government employees. The focus of the conference is on modeling and
simulation of ground target signatures and backgrounds, and the validation of such models.
Multi-mode technologies include the infrared or near-infrared, radar/millimeter wave, acoustic,
seismic, photometric/visible, ultraviolet, and magnetic sensing.

The 1999 proceedings will be provided to all attendees as part of the symposium registration.
Contact Signature Research, Inc. at (906) 337-3360, or sigres@up.net for additional copies of
these proceedings.
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Army Space to Ground
Reconnaissance, Surveillance, and Target Acquisition (RSTA)
Operational Analysis

Raymond L. Livingston, Jr.
Teledyne Brown Engineering
Huntsville, AL 35807

ABSTRACT

The Department of Defense (DoD) has long been
dependent on various military support functions enabled
by space assets. However, the next generation satellite
capabilities may profoundly influence Army operations.
Soon-to-be-launched  space-based  Reconnaissance,
Surveillance, and Target Acquisition (RSTA) assets may
cause radical thinking about how to take maximum
advantage of these new capabilities. In particular, RSTA
sensor functions in the form of hyper-spectral imagery
(HSI) and synthetic aperture radar /ground moving target
indicator (SAR/GMTI), will be tested and evaluated on
Warfighter 1 and Discoverer II, respectively, in the next
few years. In preparation for the evaluation of these new
space assets, the Army is embarking on a series of
initiatives to determine the military utility of such assets
and how best the Army can employ the data and
information produced. The Army is concentrating on the
tasking, processing, exploitation, and dissemination
(TPED) issues. In fact, the TPED issues are the most
critical to the Army since it will not own or directly
control either satellite system. Central to this front end
work are data and analyses to support development of
concepts of operations (CONOPS). Issues such as
quantity and quality of data, timeliness of dissemination,
and echelon of support are just a few examples requiring
analysis and experimentation. In order to address a wide
array of military utility and TPED issues the US Army
Space and Missile Defense Command (SMDC) has a
number of initiatives spanning the functions of modeling
and simulation, studies and analysis, and experimentation.
This paper discusses some of those initiatives and the
approaches taken in addressing the military utility and
TPED issues. It closes with some of the approaches in
developing the necessary models and simulations to
support space based RSTA studies and analysis and
experimentation for years to come.

INTRODUCTION

There are several initiatives within the DoD community
which will provide next-generation space-based RSTA
capabilities. In each case, the Army is not the principal
driver, but, as a user of space-based RSTA data, it does
have requirements that should be determined and then
publicized. In order to assist in requirements generation
and rationale, appropriate M&S tools must be developed
and used. The Army must expand the horizon beyond the
current state of modeling and simulation tools. While
much analysis will be done by other Services, the
National agencies, contractors, etc., the Armmy must
conduct its own analysis based on its own needs and to
verify its own requirements. This paper addresses some
of these issues from a top-level perspective. It also
addresses some of the issues associated with the
initiatives to operationalize space.

SCOPE

This paper has several constraining conditions. First, it
considers only issues associated with space-based or high
altitude endurance unmanned aerial vehicie (HAE-UAV)
systems. For the remainder of this paper the term space-
based system will refer to both system categories.
Second, the paper focuses on the advanced concepts and
requirements (ACR) modeling and simulation domain,
and not on the other two domains of training, exercises
and military operations (TEMO), and research,
development and acquisiion (RDA). (It is clearly
recognized that the majority of the M&S papers being
presented at this conference lie within the RDA domain
and fall within the taxonomy of systems enginecring and
analysis.) And, within the ACR domain, the focus is on
constructive simulation requirements with emphasis on
operational analysis. The paper also addresses issues of
relating space-based RSTA data to ground commander
operations. Metrics addressing the value of information
are discussed. It addresses the need for metrics to address



RSTA issues such as ways to measure the value of space-
based RSTA information to the ground commander. And
last, the paper confines itself to RSTA operations and
does not concern itself with other space-based functions.

NEAR TERM SPACE-BASED RSTA INITIATIVES

The following systems discussions describe a few of the
new space-based (or HAE UAV) RSTA platforms
undergoing tests or anticipating launch in the next few
years. During times of conflict each of these systems is
considered a theater asset.

Space-based Radar

The DISCOVERER 1II (D2) program, formerly known as
STARLITE, is a space-based synthetic aperture
radar/ground moving target indicator (SAR/GMTI)
demonstration initiative. Of particular interest to this
audience is the projected capabilities of the imaging SAR
system. The D2 SAR is intended to have three levels of
resolution: 0.3, 1 and 3 meters with the high resolution
mode being a spotlight “staring” capability. D2 was
originally undertaken by the Defense Advanced Research
Projects Agency (DARPA), the United States Air Force
(USAF), and the National Reconnaissance Office (NRO).
Its principal objectives are to evolve national asset space
reconnaissance technology enabling deployment of a
satellite constellation that addresses theater ground
reconnaissance and surveillance needs in near real time.
The space-based radar (SBR) objective system, and in
turn the D2 Demonstration, is a satellite system whose
primary purpose is to provide Space Based support to a
CINC, Joint Force Commander (JFC), or Service
Component Commander during crisis or hostilities. It will
augment the in-theater assets and contribute to the overall
situational awareness view in a common operations
picture. See Figure 1.

Figure 1. DISCOVERER II

DISCOVERER 1I is a demonstrator expected to prove a
cost-constrained SBR ‘objective’ system can exist and do
the job. The demonstration will baseline direct tasking
and product delivery in theater, to maximize
responsiveness and to minimize delays. The SBR satellite
system will uniquely provide timely, space-based
information to users from tactical users to strategic users.
The system will use improvements in Tasking,
Processing, Exploitation and Dissemination (TPED)
processes while integrating with developing Common
Data Links (CDL) and Distributed Common Ground
Stations (DCGS) for optimizing system’s operational use.
By 2004, D2’s two satellites will demonstrate improved
operational capabilities and will provide a path to a
financially frugal objective program.

The Army is the current operational customer for D2
through its integration with the TENCAP Tactical
Exploitation System (TES) and/or Combined Ground
Station (CGS) Module.

The Joint Concept Development Group (JCDG) ensures
Navy, Army, and Air Force operational needs are in the
D2 CONOPS. The D2 Demonstration will highlight SBR
required, and desired, capabilities for future Operational
Concept Development.

SMDC is the lead US Army proponent for the
DISCOVERER 1II program. Its mission is to map the
Army SAR/GMTI requirements into the design of the
DISCOVERER NI. The SMDBL is the lead agent for
performing the studies, analysis and experimentation
incident to resolving the DTLOMS issues.

DISCOVERER 1I Analysis Issues.

Following are issues related to DISCOVERER 1I for

which operational analyses are appropriate:

- Satellite Direct Tasking and Direct Downlink. The
impact of this issue relates to timelines and the
availability of data and information. This direct
downlink capability could lend itself to receipt and
display by tactical maneuver units in near real time.

- Satellite Pass Allocation Strategy. For a joint task
force there may be two or more services with
multiple echelons vying for D2 data. And, the
strategy may change by combat operational phase
(ic., indications & warning, pre-deployment,
deployment, operations, redeployment, and
peacekeeping).  Obviously, there must be some
prioritization and deconfliction scheme to address
this operational issue. This also has a direct impact
on the type and timeliness of data.

- Processing, Exploitation, and Dissemination (PED).
This issue addresses timeliness, but also the idea of
data adequacy and needs by organizational echelon.

- Quantity, Quality, and Timeliness (QQT). As an
overarching term QQT captures the essence of much
of what is needed for D2 operational analyses and it
is a major operational driver.




Warfighter 1

Warfighter 1 is a Joint commercial and DoD effort
involving the use of a hyperspectral imaging (HSI) sensor
in space. HSI provides very fine spectral resolution of the
composition of material based, in part, by its reflective
properties. The USAF is lead for DoD for the 2000 launch
with a one-year demonstration and evaluation.

For this HSI satellite evaluation the Army needs a
military utility analysis addressing several issues ranging
from the effectiveness and utility of the sensor data to
operational issues associated with tasking and downlink
of data. In the case of the sensor effectiveness the Army
must work the data processing, exploitation, and
dissemination issues. The operational issues will be
similar to those for Discoverer II.

The unique capabilities of an HSI sensor need evaluation.
Evaluate across the various combat operational phases:
indications & warning, pre-deployment, deployment,
operations, redeployment, and peacckeeping.

An early goal of the Army’s involvement with Warfighter
I is that of developing a space simulation capability with
multi-functionality.

Warfighter I Analysis Issues

Following are issues related to Warfighter I for which

operational analyses are appropriate:

- Satellite Direct Tasking and Direct Downlink. The
impact of this issue relates to timelines and the
availability of data and information.

- Satellite Constellation Size & Configuration.

- Satellite Revisit and Coverage Times.

- Processing, Exploitation, and Dissemination (PED).
This issue addresses timeliness, but also the idea of
data adequacy and needs by echelon.

- Quantity, Quality, and Timeliness (QQT). As an
overarching term QQT captures the essence of much
of what is needed for Warfighter I operational
analyses and it is a major operational driver.

Global Hawk
Global Hawk is the aircraft element of the DoD Tier I
Plus reconnaissance system. Global Hawk (See Figure 2)

Figure 2. Global Hawk

is a USAF-managed reconnaissance system. It is an
attempt to replace expensive manned reconnaissance
aircraft such as the U2 and the SR 71, with autonomous,
long-endurance unmanned aircraft. Global Hawk has a
range capability of 14,000 nautical miles and an
endurance of 42 hours. It flies at an altitude of up to
65,000 feet. The aircraft is equipped with optical and
infrared cameras and with synthetic aperture radar for
continuous surveillance of an area as large as the state of
Illinois. The SAR resolution capabilities are expected to
be a 1 foot, spotlight mode, and 1 meter in scan mode. It
will provide battlespace commanders near-real-time
intelligence imagery from high altitudes for long periods
of time using SAR, moving target indicator, EO, and
infrared sensor systems. A wide-band UHF satellite data
link allows direct transmission of imagery data to users in
real-time. A Mission Control Element ground station
controls mission operations and processes and distributes
reconnaissance imagery. Global Hawk prototypes have
been built and are currently undergoing flight testing.

Global Hawk Analysis Issues

Following are issues related to Global Hawk for which

operational analyses are appropriate:

- System Direct Tasking and Direct Downlink. The
impact of this issue relates to timelines and the
availability of data and information.

- System Revisit and Coverage Times.

- Processing, Exploitation, and Dissemination (PED).
This issue addresses timeliness, but also the idea of
data adequacy and needs by echelon.

- Quantity, Quality, and Timeliness (QQT). As an
overarching term QQT captures the essence of much
of what is needed for Global Hawk operational
analyses and it is a major operational driver.

OPERATIONAL ANALYSIS

What is meant by the term operational analysis (OA) as
opposed to what might be termed systems analysis,
component level analysis, engineering analysis, etc?
Unlike some of the work conducted in those latter
categories, the OA has a different focus — an operational
focus. Other terms for the OA could be a cost and
operational effectiveness analysis (COEA), analysis of
alternatives (AoA), or military utility analysis. The
typical OA has these characteristics:

- Force level focus

- Opposing, force-on-force combat

- Combined arms, and perhaps joint, focus

- System functional interrelationships

- Time period from short battle to
multi-day campaign




The operational analysis will more completely represent
combined arms forces in an operational environment.
The OA uses such documents as ORDs, CONOPS,
OMS/MP, etc., to frame its analysis. So, this paper
reflects analysis and analytical needs based on those
characteristics and conditions.

ARMY ANALYTICAL ISSUES

For these new space-based RSTA assets there are several
issues of critical importance to the Army. Some of the
more important issues are highlighted below.

- In-theater direct uplink and downlink

- In-theater dynamic tasking and retasking

- Scheduling of theater assets

- Assured access/availability

- Tactical Exploitation of National Capabilities
(TENCAP) vs Army Battle Command System
(ABCS) trades

- Near continuous surveillance

- Imagery analysis/interpretation

- Automatic/Aided Target Classification and
Recognition

- Availability of data.

- Quality, quantity and timeliness of data

- What data is needed? Where? Classification?

- What type data is to be disseminated to which
echelon?

- Fusion and comelation of imagery from different
sources.

These are operational issues directly impacting the theater

commander and his forces.

METRICS

For this discussion two categories of metrics will be
established: force effectiveness metrics, and space-based
RSTA metrics. The former category is typical of the
tactical metrics with which many should be familiar,
These include the typical, force-on-force combat endgame
metrics such as sensor acquisition ranges, Blue and Red
losses, loss exchange ratio (LER), fractional exchange
ratio (FER), mission accomplishment, etc.

Now, for space-based RSTA systems, there are several
appropriate metrics. These include the following:

- Sensor coverage (instantaneous or over time)

- Revisit frequency

- Redundancy (other space and terrestrial systems)

- Flexibility for mission tasks, types of coverage, etc.

- Quality of data and information

- Quantity of data and information

- Timeliness of data and information

- Tasking, processing, exploitation, and dissemination
(TPED) capabilities and timelines

There are also other characteristics of space-based RSTA
assets for which other metrics could be described in
support of operational analyses. These include the
following:

- On-demand reconnaissance

- Near continuous surveillance

- Broad area coverage

- Capability for narrow-area coverage

- Denied area coverage

- Sensor mode characteritics and flexibility
- Ali weather capability

- Day/night capability

Following are examples of the types of RSTA information
these space-based systems provide:

- Situational awareness (a common operational picture)
for Blue and Red forces, for pre- and post-hostilities,
as well as during combat operations.

- (Precision) Targeting and aided target recognition

- Rapid acquisition and tracking of mobile, time-
critical targets.

- Indications and Warning

- Battlefield ordnance awareness (BOA)

- Counter enemy camouflage concealment and
deception (CC&D)

- Battle damage assessment (BDA)

- Intelligence preparation of the battlefield (IPB)

- Support to operations other than war

OPERATIONAL ANALYSIS CATEGORIES

As a mechanism for discussing these space to ground
RSTA operational analysis issues, three categories can be
used. These are space operational analysis, ground
operational analysis, and space to ground operational
analysis. Analysis of appropriate issues can be conducted
within each separate area, or an integrated approach can
be used as in the case of the last category. In fact, it is
this last category that is the focus of this paper. Part of
the community’s current shortcomings in this area is that
there is the lack of this integrated, end-to-end, space to
ground operational analysis environment. The following
sections discuss the two separate pieces and then evaluate
the need for the integrated environment.

Space Operational Analysis

There are several parameters which are important in
determining conditions and capabilities impacting
supported unit operations. Some of these are detailed
below:




- Constellation types and configurations. Explicit
modeling is necessary to determine coverages, revisit
rates, effectiveness of various numbers of systems,
types of orbits, etc.

- Constellation and orbital mechanics modeling.
Modeling here includes such factors as Kepler’s
equations of motion, altitudes, semi-major axis and
eccentricity, numbers of rings and numbers of
satellites per ring, types of orbits, inclination angle,
and phase angle between rings.

- Sensor parameters. It is important to model the
characteristics of various sensor types, combinations
of sensors, and space-based sensor effectiveness
through realistic environmental conditions over long
ranges. Included are the familiar technologies such
as EO, IR, RF, etc. Coupled with those are the next
generation remote sensing capabilities using
multispectral and hyperspectral technologies. Target
and background spectral radiance characteristics are
especially important. The ability to model realistic
conditions through the atmosphere, ground
background clutter, target signatures, shadowing,
etc., are all required. The impacts of solar insulation
and materiel reflectivity, and the impacts of
atmospheric absorption and transmissivity are also
necessary as modeling and analysis resolution dictate.

Ground Operational Analysis

For this category one has the typical ground analysis
issues, but with inputs collected in part from space. These
include the following:

- Army Battle Command System (ABCS) modeling.
The existing communications architecture and
systems must be considered with regard to
transmitting data or information from point to point.

- Ground architecture requirements.  The entire
ground-supporting environment must be understood
with respect to numbers of C'I systems, locations,
performance capabilities, linkages, etc. For space
systems support these include the typical tasking,
processing, exploitation, and dissemination (TPED)
systems, as well as the aforementioned ABCS
systems. The area involving TPED opens up myriad
operational issues involving who, where, how, when,
how often, how long, how detailed, etc.

- The area of camouflage, concealment and deception
(CC&D) has the typical implications, except now
from a remote sensing perspective. There are active
and passive systems and techniques from force and
systems aspects that have operational impacts.

- The Doctrine, Training, Leader development,
Organizations, Materiel, and Soldiers (DTLOMS)
reflect issues relevant throughout any analysis and
are assumed to be readily understood in the context
of OAs.

Space to Ground Operational Analysis

The merging of the space and ground segments produces
an integrated environment for conducting space to ground
operational analysis. The analysis issues as discussed in
the two previous categories also apply here. Additionally,
there are other considerations.

- In order to address adequately the combined space
and ground elements and functions, an integrated
modeling capability is required. This could be a
single standalone simulation, or it could be a
federation of one or more tools based on analysis
requirements.

- An integrated capability provides the analytical
environment for conducting military utility analyses
and evaluating concepts of operations (CONOPS),
tactics, techniques and procedures (TTPs), and in
general determining operational requirements.

DATA

The issue of data raises the typical problems practitioners
of this operational analysis face. One relishes the results
of tests as sources of data, but there are few tests and
experiments in this arena to date. And, some of the test
data that have been collected are clamped under a
classification blanket. Early on, such as when conducting
a military utility analysis, the use of parametric bounding
of estimated data profiles often proves very useful and
even adequate. This idea of using parametric data may
not be very appealing to some, but that approach is still
required in many operational analyses, so this aspect
deserves attention.

CURRENT INITIATIVES

In the area of modeling of space-based RSTA systems
and associated operational analyses, there have been
several recent initiatives. Some of these are still ongoing,
and many point up the need for modeling and simulation
(M&S) improvements in the areas covered in this paper.
Most of these are Army initiatives, but some reflect work
by the broader DoD community.

- Space and Missile Defense Modeling and Simulation
Investment Strategy. This is a Space and Missile



Defense Command (SMDC) initiative led by the
Space and Missile Defense Battle Lab (SMDBL). It
will result in a multi-year strategy for M&S
investments for space and missile defense. This
strategy is scheduled for completion by 3Q FY 00.

- Space Mission Area Analysis: a top level SMDBL
look at future requirements for space-based systems.

- The Battle Command Reengineering Space Initiative
is an ongoing, collaborative SMDBL experimentation
cffort with the Mounted Maneuver Battle Lab
evaluating the benefits of putting space products into
battalion and brigade TOCs.

- Space Mix Study. This SMDC effort will define the
full range of space capabilities required in the
outyears. The output will be a future space systems
architecture,

Military utility analysis initiatives. Several such
analyses have been completed or are contemplated.
These include the Hyperspectral Imagery (HSI)
Utility Analysis, and the planned DISCOVERER II
User Utility Analysis.

- Spectral Imagery IPT. This is a SMDC effort
involving a wide range of spectral imagery
initiatives. = These include identification and/or
development of appropriate modeling and simulation
tools, participation in Army and inter-service
experiments and exercises, and, in short, assisting in
determining the Army’s requirements for space-based
spectral imaging.

- TENCAP MUSE. This effort involves the use of the
Multiple Unified Simulation Environment (MUSE) to
model various HAE-UAV and space-based RSTA
systems. MUSE is a virtual simulation that supports
analyses, experiments and exercises. This initiative’s
objective is to demonstrate the military utility of
Armmy TENCARP assets in theater and JTF operations.

These are just a few of the Space-based RSTA related
initiatives ongoing within the Army and the DoD arena.

MODELING AND SIMULATION ISSUES

From the broad perspective of modeling and simulation
there are also issues impacting this subject of space to
ground RSTA operational analysis. Some of these are the
typical M&S issues as one faces as the state of the art
evolves, but cach impacts the ability to conduct OAs. For

some there are work-arounds, but those are beyond this
paper’s scope.

- Ability to link space-based RSTA assets and impacts
on the ground commander

- “Generic” capability for any space-based RSTA asset

- Some level of resolution to address TPED issues

- What level of functionality to input to the Joint
Warfare System (JWARS), the new Joint model for
the ACR domain.

- Ground systems signatures consistent with space-
based RSTA systems capabilities.

- Large play boxes

- Large numbers of modeled entities

- Processing algorithms

- Relief or work-arounds to classification restrictions
for certain systems

- Integration of space and ground tools

- Usable data bases

SUMMARY

This paper has presented a top-level look at issues
associated with space to ground RSTA operational
analysis. The paper covered emerging space-based RSTA
assets, the need for operational analysis, space-based
RSTA characteristics and analysis metrics, current
initiatives in this area, and related modeling and
simulation issues.
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ABSTRACT

In a sequence of battles, attrition will eventually deplete the
Blue force to such an extent that without repairability of
damaged platforms (or replenishment) the fighting
effectiveness of the Blue force will be compromised.
Increased Blue platform survivability will slow, but not halt,
the attrition process. Repairability, on the other hand, may
maintain the Blue force level at some fraction, depending on
both the survivability and repairability rates, of the initial
Blue force.

The departure point for this paper, inspired in part by Parks,
[1, Parks], is the following simple question: How many
vehicles should Blue equip itself with, if Blue forces and
Red forces are fighting a sequence of battles for which (1)
Blue's survivability rate in each of the battles is .95, (2)
during each battle Blue is able to repair and return to the
following battle 20% of its damaged vehicles, and (3) Blue
needs 40 functional vehicles in order to fight effectively.

This question is answered first with a simple spreadsheet
model. The concept of a particular type of Markov process,
that of a Markov chain, is then introduced, and it will be
shown that the above question is more easily modeled,
thought about, and solved, by modeling it as a Markov
chain.

The above simple question gives rise to the sequence of
questions: What is the relationship between survivability
and repairability if X% of the initial Blue force must remain
functional throughout an indefinite sequence of battles. A
Markov chain model will be used to provide an answer to
this question.

Realistically, however, the comparison of repairability and
survivability requires that the model used account for the
possibility that in each battle some fraction of Blue's force
will be damaged beyond repairability. A Markov model to
account for this contingency will be developed and

explained.
INTRODUCTION

As mentioned in the abstract, the first goal of the paper is to
build a simple spreadsheet model to answer the question:
How many vehicles should Blue equip itself with, if Blue
forces and Red forces are fighting a sequence of battles for
which (1) Blue's survivability rate in each of the battles is
.95, (2) during each battle Blue is able to repair and return
to the following battle 20% of its damaged vehicles, and (3)
Blue needs 40 functional vehicles in order to fight
effectively.

Next, the concept of a particular type of Markov process,
that of a Markov chain or homogeneous Markov process, is
introduced and used to model and answer the above
question. The Markov model will then be used to
investigate the relationship between the three parameters:
(1) Blue force survivability, (2) Blue force repairability,
and (3) the fractional value of the Blue force that needs to
be always ready for combat.

Lastly, the above model comparing survivability and
repairability is made more realistic by allowing combat
vehicles to be damaged beyond repairability during one of
the sequence of battles. The implications of this more
complex model are then presented.

THE SPREADSHEET MODEL

The question to be answered is: How many vehicles should
Blue equip itself with, if Blue forces and Red forces are
fighting a sequence of battles for which (1) Blue's
survivability rate in each of the battles is .95, (2) during
each battle Blue is able to repair and return to the following
battle 20% of its damaged vehicles, and (3) Blue needs 40
functional vehicles in order to fight effectively.

The initial method for answering the above question is a



spreadsheet model. In the table or spreadsheet given below,
the numbers represent a percentage of Blue vehicles, and
each row depicts a single battle. The first column numbers
the battles, the Oth row gives the initial distribution of
vehicles, and the nth row gives the distribution after the
nth battle; the second, (U), column gives the percentage of
useable Blue vehicles at the beginning of the battle; the
third, (R), column gives the percentage of damaged Blue
vehicles at the beginning of the battle; the fourth, (U->U),

survived the battle, 95% of the U column, because of
condition (1) in the above question; the fifth, (U->R),
column gives the percentage of Blue vehicles damaged
during the battle, which is column U minus column U->U;
the sixth, (R->U), column gives the percentage of Blue
vehicles repaired during the battle, which is 20% of column
R, because of condition (2) in the above question; and the
last, seventh, (R->R), column gives the percentage of Blue
vehicles that remain damaged throughout the battle, which

column gives the percentage of Blue vehicles that have is column R minus column R->U.
Table 1: The Spreadsheet Model

U R U->U U->R R->U R->R
0 100.00 0.00 95.00 5.00 0.00 0.00
1 95.00 5.00 90.25 4.75 1.00 4.00
2 91.25 8.75 86.69 4.56 1.75 7.00
3 88.44 11.56 84.02 4.42 2.31 9.25
4 86.33 13.67 82.01 4.32 2.73 10.94
S 84.75 15.25 80.51 4.24 3.05 12.20
6 83.56 16.44 79.38 4.18 3.29 13.15
7 82.67 17.33 78.54 4,13 3.47 13.86
8 82.00 18.00 77.90 4.10 3.60 14.40
9 81.50 18.50 77.43 4.08 3.70 14.80
10 81.13 18.87 77.07 4.06 3.77 15.10
11 80.84 19.16 76.80 4.04 3.83 15.32
12 80.63 19.37 76.60 4.03 3.87 15.49
13 80.48 19.52 76.45 4.02 3.90 15.62
14 80.36 19.64 76.34 4,02 3.93 15.71
15 80.27 19.73 76.25 4.01 3.95 15.79
16 80.20 19.80 76.19 4,01 3.96 15.84
17 80.15 19.85 76.14 4.01 3.97 15.88
18 80.11 19.89 76.11 4.01 3.98 15.91
19 80.08 19.92 76.08 4.00 3.98 15.93
20 80.06 19.94 76.06 4.00 3.99 15.95
21 80.05 19.95 76.05 4.00 3.99 15.96
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22 80.04 19.96 76.03 4.00 3.99 15.97
23 80.03 19.97 76.03 4.00 3.99 15.98
24 80.02 19.98 76.02 4.00 4.00 15.98

25 80.02 19.98 76.01 4.00 4.00 15.99

26 80.01 19.99 76.01 4.00 4.00 15.99

27 80.01 19.99 76.01 4.00 4.00 15.99

28 80.01 19.99 76.01 4.00 4.00 15.99

29 80.00 20.00 76.00 4.00 4.00 16.00

30 80.00 20.00 76.00 4.00 4.00 16.00

Continued computation shows that the values reached in
lines 29 and 30 of the spreadsheet model are an equilibrium
state. Thus, 80% of the original force can be expected to be
useable in any given battle, while 20% of the initial force
will be in need of repair.

To answer the question which began this section, if 40
vehicles are needed for combat duty, and only 80% of the
total force can be expected to be ready for combat duty,
then the initial force should contain 50 vehicles.

SURVIVABILITY AND REPAIRABILITY (SR)

The goal of this section is to formulate the spreadsheet
model of the preceding section as a Markov chain. This
model, once formulated, will be called the SR model. First,
however, Markov chains need to be briefly explained.

A finite Markov chain, M, is a system consisting of a finite
number of states, s,, ..., 5, and probabilities, p,, where p, is
the probability of moving from state s, to state s, at any
particular time step. Associated with the finite Markov
chain, M, is an n x n matrix P = [p;], called the transition
matrix of the chain, Occasionally, an initial distribution of
states, n° = (x°), ..., ©,) is also considered part of the chain.

Now, the spreadsheet model of the preceding section can be
reformulated as a Markov chain, giving rise to the SR
model. This reformulation is, in reality, quite easy, easier,
in fact, that the spreadsheet model. There are two states: U,
for useable platforms, is state 1, s,, and R, for repairable
platforms, is state 2, s,. Now, p,, = .95, the probability of
survival. It follows that p,, = .05, since from state 1 the
platform must either remain in state 1 or move to state 2.
Also, p,, = .20, the repairability rate, and therefore p,, = .80.
Thus, the transition matrix of the model is:

P [.95 .05]
.20 .80
If the SR model is started with an initial distribution vector,
n° =(1, 0), or (100, 0) if a percent distribution is used as it
was in the spreadsheet model, then 7°P = x' = (95, 5), which
gives the values in the U and R columns of the second row
(labeled "1") of the spreadsheet model, and in general n°P"
= 1", which will give the values in the U and R columns of

the row labeled "n" in the spreadsheet model.

It is now clear the that stable state that was found in the
spreadsheet model is just the eigenvector of P. Furthermore,
from the theory of positive (all entries are positive)
stochastic (all rows sum to 1) matrices, it's known, [2, Lax],
that this eigenvector has positive entries, is associated with
an eigenvalue of 1, and is unique.

The question that was asked at the beginning of the section
on the spreadsheet model can be restated more generally as
follows: Given a survivability rate, s, 0 < s < 1, and a
repairability rate, r, 0 < r < 1, what fraction f of the initial
force will remain useable indefinitely? The answer, as
indicated above, is the first component of the eigenvector

s I-s
associated with eigenvalue 1 of the matrix l: ]
r Il-r

This gives [ = . The original question had s =
l+r-s

.95 and r = .20 so that f= .20/(1+.20-.95) = .80 or 80% as

was originally found.

To this point, the interest has been in finding f given s and
r, and the SR model has provided an easy way to answer
that question. Suppose now, however, that f is given. Is
there something that can be said about s and r so that the



fraction of useable vehicles will not fall below fthroughout
a succession of combat engagements? It turns out that there
is.

Result: Let n° = (1, 0), and recall that " = (x,, 1-x,) will
be the distribution of the useable and repairable vehicles

after the nth battle. If s> f and rZ%{]—s), then
x,2 f foreveryn.

This result is relatively straightforward to establish using
mathematical induction.

SURVIVABILITY,
ANNIHILATION (SRA)

REPAIRABILITY, AND

Of course the above model, whether spreadsheet or SR, is
severely unrealistic. In an actual engagement, vehicles are
sometimes damaged beyond repairability and this
possibility needs to be reflected in the model. Either the
spreadsheet or the SR model could be extended to reflect
the additional possibility of annihilation, but an examination
of both models and what can be gleaned from each type
should convince the modeler of the efficacy of the SR
model. Thus, it is the SR model that is chosen for extension.

The extension of the SR model to the SRA model begins
with the addition of a state, state 3 or A, for annihilation.
There also needs to be specified some positive probability,
a, of a useable vehicle being annihilated during the course
of a battle; thus, p,; = a, and the transition matrix for the
SRA model is:

s l-(s+a) a
1-r 0

o=|r )
0 0 1

The immediate thing to notice regarding this model is that
state 3 is an absorbing state, that is, it can be entered but it
can't be left. Hence, regardiess of the initial distribution of
vehicles, over time the distribution will tend toward
(0, 0, 1). The question to be answered then is how fast can
this be expected to happen. That is, what is the expected
waiting time until absorption, given that the process starts
in state 1 or U?

A direct answer to this question can be obtained by

evaluating the expression ZkP(U ->Ain k steps),
k=1

which provides the expected number of steps for a platform

to be absorbed after starting in state 1 (U).

10

The contribution of 1-step paths is easy, since there is a
unique one-step path from U to A, namely, U->A with
probability a.

There is also a unique path from U to A in two steps,
namely U->U->A with probability sa.

There are two 3-step paths from U to A, namely
U->U->U->A  and U->R->U->A  with respective
probabilities s’z and (1-(s+a))ra.

There are four 4-step paths from U to A, namely
U->U->U->U->A, U->R->U->U->4, U->U->R->U->A,
and U->R->R->U->A. The first path has probability s, the
last (1-(st+a))(1-r)ra, and the middle two each have
(1-(st+a))rsa.

In general, if there are n k-step paths, k 2= 2, then there are
2n (kt+1)-step paths, since from each k-step path, two
(k+1)-step paths can be created, one from inserting a U after
the initial U, and one from inserting a R after the initial U.
Thus, since there is a unique 2-step path, we have via
mathematical induction that there are 2“2 k-step paths for
each k> 2.

Also, from the probability of a k-step path the probabilities
of the two (k+1)-step paths it generates can be calculated,
but keeping track of everything it order to calculate the
expected number of steps to absorption using the formula
given above is a daunting task. It's here that the advantage
of the SRA model over an extended spreadsheet model
becomes abundantly clear.

By Markov theory, 3, Isaacson and Madsen], the matrix

nno ni ([I 0] [S I-(s+ a)jl) -1
N — — -

nz N2 0 1 r I1-r
exists and is called the fundamental matrix of the model
matrix Q, introduced in (1) above. Furthermore, n,, is the
expected number of times a platform will be in state U
given that it started in state U, and n,, is the expected
number of times such a platform will visit state R. Thus,
n,;+n,, will be the expected number of steps to annihilation

for a platform that begins in state U. n,, and n,, provides
analogous information for a platform that begins in state R.

A numerical example should be helpful. Arbitrarily, letp,,
=.95 (U->U), p,; = .01 (U->A), so that p;, = .04 (U->R).
Also, let the repair rate be 20%. That is, p,, = .2 (R->U).
Since p,; (R->A) is 0, py, = .8 (R->R). Finally, p,, = 1
(A->A) so that p;, = p;, = 0. Thus,




(95 .04 .01
o= .2 .8 0|, and
0 0 I

ve([ o] [.95 .04])" R [100 20]

|0 I a5 100 25
It follows that for a platform that begins in a useable state,
the average number of battles until annihilation is 120, and

for 20 of those battles, the platform can be expected to be in
the repair shop.

The original question asked of the SRA model: How many
steps on average until an initially useable platform is
annihilated? has been answered quite handily. Can
additional information be gleaned from the model? The
answer is yes! (Would the question be asked if the answer
were No?) Actually, by a slight modification, the model can
be tricked into providing a good deal more information.

SURVIVABILITY, REPAIRABILITY,
REPLACEMENT (SRP)

Recall that in the SRA model, state 3 (A) was an absorbing
state. In the SRP model, state 3 (P) is no longer an
absorbing state, but always moves to state 1 (U). That is, in
the SRP model, a platform annihilated in one battle is
replaced by a new, useable platform in the next. Thus the

s I-(s+a) a
1-r 0.
1 0 0

matrix of the SRP model is: is: T=|r

The questions to be answered are: What will be the expected
replacement rate? and: What fraction of the initial force can
be expected to be useable, given that replacements for
annihilated platforms are effected.

Since the SRP model has a finite number of aperiodic states
(a state is aperiodic if the greatest common divisor of the
various possible number of steps it takes to return to the
state is 1) all of which can communicate, it is known, [3,
Isaacson and Madsen], that a limiting distribution of states
exists, and that the limiting distribution will be the
eigenvector assocciated with the eigenvalue of 1.

An example should be helpful. Takes=.95,r=.2,anda=
.01, just as was done in the numerical example in the SRA
model. The transition matrix for the SRP model is then
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95 .04 .01
T=| .2 .8 0]. Theecigenvector of T associated
1 0 0

100
with the eigenvalue 1 is (E) or, approximately (.826

.165 .008). It is worth noting that as n tends to infinity, T
tends to the matrix

100 20 1
121 121 121
00 20 1
121 121 121
100 20 1
L7121 121 121

For example, T* is approximately (three decimal places)

826 165 .008
826 .166 .008].
.827 165 .008

The two questions asked of the SRP model above can now
be answered. The expected replacement rate will be slightly

83
under -1—05 s of one percent, and the fraction of the force

expected to be useable will be slightly over 82% percent.

CONCLUSIONS

Models were constructed (SR, SRA, SRP) that permitted
relatively ecasy answers to questions regarding the
connections between survivability, repairability, and
replacement over a sequence of battles, but it is the
technique underlying these models, Markov chains, that is
perhaps of the most interest.

For example, one of the exit criteria for a new platform was
that ninety percent of the force should survive a forty-eight
hour battle. Markov chains would provide a natural way to
model this exit criteria.

In electronic warfare, the damage to components during the
course of a battle is a topic of ongoing concern. The state of
an electronic warfare device also can be naturally modeled
using Markov chains.
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ABSTRACT

The Threat Oriented Survivability Optimi-
zation Model (TOSOM) has been success-
fully applied numerous times to support
system level survivability suite design de-
cisions. The model has proven useful at
the system level, successfully supporting a
number of recent system survivability
suite development efforts. However, de-
velopment of truly “optimal” survivability
strategies requires an assessment of sur-
vivability considerations at both the force
level and the system level. The current
floor version of TOSOM does not provide
the information needed for analyzing sur-
vivability strategics at the force level, be-
cause necessary data, primarily encounter
distribution, is not assessed

To address this shortcoming, a variant of

TOSOM was developed making the model

useful for generating insights into force

level survivability strategies. The modified

TOSOM has been named TOSOM-Force

and is designed to be a standalone variant

of the original TOSOM. Specific modifi-

cations include:

e the ability to define a common threat
environment for multiple system types

o the ability to define encounter distribu-
tions at the force level

o the ability to calculate an expected like-
lihood of achieving specific levels of
force survivability

This paper will describe the TOSOM-
Force modifications and methodology as
well as provide examples as to how the
model can be applied to study force level
survivability issues.

INTRODUCTION
FORCE LEVEL SURVIVABILITY
DISCUSSION

In the interests of finding the “best” sur-
vivability approach, the military value of
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survivability technologies should be as-
sessed at both the individual system level
and at the aggregated force level. The
system level assessment naturally tends to
focus on specific system level attacks. The
force level analysis will of necessity ex-
amine a longer period of time and will
consist of varied attacks distributed une-
qually over multiple systems.

Several questions immediately jump out
when looking at the survivability of the
“force”. Intuitively, if each component is
made as survivable as possible, then the
larger unit will also be survivable (al-
though probably not “optimal”). How-
ever, the definition of “survival” seems to
change as systems are aggregated into
systems of systems. At what point is a
“force” mnot survivable? How do you
measure survivability at the force level?
Traditionally, force survivability goals
have been defined as retaining specified
percentages of the original force over
specified periods of time. For example;
“80 percent or more of system A must
survive 72 hours of combat”. There is
some question as to the utility of this ap-
proach  where forces are non-
homogeneous. If all of the air defense
elements have been destroyed the force’s
survivability may have been severely
compromised even if 80% or more cur-
rently function. The force’s ability to resist
further losses (particularly against aircraft)
may be very low. Even if the force is ho-
mogeneous it is possible that a few key
losses will severely impact unit effective-
ness. For example, suppose that only 10%
of the total tanks in a battalion are lost, say
a total of 5 systems. But if those systems
include the Battalion Commander and
each of the 4 line company commanders,
although the bulk of the units systems are
operational, unit effectiveness (and future
unit survivability) has probably been im-
pacted beyond what the numbers would




suggest. Not all individual systems, even
of a particular type, are created equal.

The constraints that drive system level de-
cisions also apply at the system of systems
(force) level. A very real question to be
addressed is “Given a dollar to spend on
force survivability, where do I spend it to
get the most benefit?”

But which benefit? Systems saved; lives
saved; force performance? If we restrict
ourselves to the survivability question -
providing the most survivability possible
for each dollar, we still have a problem in
determining and defining the desired or
required end state.

How does the definition of survivability
change as systems are collected into larger
units or *“systems of systems”? For a single
system we typically treat survivability as a
binary state. The system is either “go” or
“no go”, the system survives or it does not.
When designing survivability suites, we
attempt to maximize the probability of the
“go” outcome given various system design
constraints. Addressing the question of
force level survivability is much more
complicated. Although the force is a col-
lection of various systems, the loss of a
portion of those systems does not neces-
sarily indicate a failure to survive on the
part of the force. The force can be viewed
as a “system of systems” - as long as the
larger “force” system is still capable of
performing its required function it sur-
vives. On the other hand, if the larger sys-
tem is no longer capable of performing its
function, it has failed to “survive”, even if
significant portions of its subsystems are
still operational. There is also the situation
where the force can still perform some of
its functions at degraded levels. The reality
is that survivability in the force level con-
text is not just white or black, go or no go,
but a variety of shades of gray.

The TOSOM model currently helps the
survivability analyst explore the problem
of system level survivability trades. The
model treats the system as a target for a
predicted array of threat systems and pro-
vides insights into which survivability
techniques provide the greatest level of
protection against an expected value ap-
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plication of that specific threat array. As
such the model addresses single system
types, and utilizes an expected value as-
sessment (weighted average) of the likeli-
hood of encountering various types of
threats and the consequence of that en-
counter. Countermeasures with their asso-
ciated burdens and anticipated effective-
ness are proposed and an estimate of their
impact on system survivability is made.
By using the estimated suite burdens (cost,
weight, etc.) and the expected perform-
ance, the analyst can gain insights into the
survivability design problem. Typically
such an estimate would only be the first
step in the analytical process. Potential
solutions must then be evaluated in an op-
crational environment (simulated) to de-
termine if they provide the necessary per-
formance. TOSOM can also be visualized
as a resource allocation model. It attempts
to allocate limited resources (the allowable
“burden” levels) while at the same time
satisfying the survivability requirements.
Sometimes the probability of survival (Ps)
requirement is set at a specific level, for
example Ps 2 .9, or sometimes the goal
may be to simply maximize the Ps, while
at the same time remaining within the pre-
defined burden constraints.

That same process can be logically ex-
tended into the force level survivability
problem, but additional assumptions must
be made and some definitions agreed
upon. The metrics for success change
when moving up to a collection of some-
times dissimilar systems. We still want to
maximize survivability (or achieve a cer-
tain level), but our definition of success is
much less clear. Where before we were
only concerned with the one system
against a single expected value encounter,
the force level problem requires the ability
to address a multitude of systems of multi-
ple type and varying densities. Where for
the single system we were able to use a
single expected value attack, the force
level problem must consider an uneven
distribution of attacks where some systems
may be attacked frequently and others not
at all. We still want to allocate survivabil-
ity resources, but the goals are less de-
fined.



For the sake of this discussion ignore sys-
tem densities for the moment. Assume the
force in question is made up of 2 different
systems. System A will represent a tank
and system B an Infantry Fighting Vehicle
(IFV). A and B have different vulnerabili-
ties and different capabilities. Is it more
important to improve A’s survivability
over B’s? Do we want them to have the
same level of protection? Is that reason-
able or desirable?

One way to approach this problem would
be to define the desired end state. Say in
terms of percentage of the force compo-
nents surviving a hypothetical conflict.
This could be done with high resolution
simulations such as JANUS or CAST-
FOREM, but set up and run time require-
ments can be prohibitive. This approach
also requires significant computer and
analytical resources, and would still re-
quire the utilization of a resource alloca-
tion model such as TOSOM in order to
bring the burden impact question into the
study.

In an effort to begin to address some of the
problems of force level survivability
analysis the TOSOM tool has been ex-
panded into a tool which has been named
TOSOM-Force. TOSOM-Force, like TO-
SOM is NOT a simulation. Both models
are designed to provide decision support
information to a survivability analyst.
While a large amount of data is produced
in both models, the goal of TOSOM-
Force, like TOSOM, is insight, not num-
bers. Both tools are designed to work rap-
idly on a modern personal computer. No
other applications (other than Windows)
are required to use the programs, although
a spread sheet application such as Excel is
useful for examining the results.

To best understand TOSOM-Force, the
analyst should have familiarity with the
standard TOSOM model. Previous papers
have provided TOSOM overviews and
copies of these papers are available upon
request to the author.

TOSOM-Force has two components. The
first is an expansion of the original TO-
SOM threat tree. This expanded tree is
again used to collect data on the expected
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threat array, but it differs from the original
TOSOM threat tree by defining the threat
encounter and consequence for up to three
different systems against the same threat
array.  The second component of TO-
SOM-Force is a calculator used to define
force size and frequency of encounter and
then calculate the probability tables which
predict the likelihood of different percent-
ages of force survival.

THREAT TREES

TOSOM-Force is an expansion of the ex-
isting TOSOM decision support tool. TO-
SOM-Force is designed to aid in surviv-
ability allocation assessments at a force
level. Where TOSOM requires the analyst
to develop a threat tree specific to the
weapon system under study, TOSOM-
Force requires as its first step, the devel-
opment of a more generic threat tree. The
TOSOM-Force threat tree can best be de-
scribed as the set of all threats to which
any member of the force (made up of up to
three different types of blue systems)
might be exposed. These threats are placed
into a TOSOM tree without encounter or
consequence probabilities. The generic
tree simply defines the structure of the
threat. For each of the blue systems a copy
of the generic tree is then weighted with
the traditional TOSOM encounter and
consequence data. Threats which are
unique to one system will probably be “ze-
roed” out in other systems specific trees.

The generic tree approach is justified
when it is assumed that each vehicle type
that is a member of the “force” has the
potential to encounter the same sorts of
threats that other friendly system types can
encounter. For example, IFV’s and Tanks
deployed together with likely both en-
counter the same threat systems. The vul-
nerability will vary. The actual encounter
likelihood may vary. But it is assumed that
the opportunity exists to encounter the
same threats.

TOSOM-Force expands TOSOM from
collecting the data on one system, to col-
lecting the data on as many as three differ-
ent system types. This is done without sig-
nificantly increasing the model total run
time as once the data is collected only a




single pass through the E2 module is
needed to generate the survivability suite
performance data for all three systems.

TOSOM-Force essentially can do up to
three different TOSOM analyses at the
same time. Of added benefit is that the
threats are somewhat “calibrated”- the
three blue systems are assessed in a
“common” threat environment and the
survivability suite results are generated
with a single pass of the E2 module.

TOSOM-Force modifies the TOSOM
threat tree structure, integrating threat en-
counter data across the variety of vehicle
types (requiring survivability enhancement
consideration) in the proposed force. The
same threat systems (same tree) are used
against each of the different blue systems;
however, different probability of encoun-
ter and consequence values are allowed as
a function of the respective vehicle types.

In TOSOM the threat tree allocates the
single encounter likelihood across all
threats to the system. In TOSOM-Force
the actual threat tree structure used is the
same for all the friendly systems being
modeled. One tree (similar to how we used
the same tree for multiple vignettes in the
RST-V data set — same tree, different en-
counter likelihoods ). However, each dif-
ferent type blue system could have differ-
ent values for likelihood and consequence
of an encounter with any specific threat.
Figure 1 shows the TOSOM-Force threat
input screen.
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BURDENS

The burden file has been expanded to
specify burden constraints for multiple
systems. If the user is studying three dif-
ferent systems (for this sake of this exam-
ple say a Tank, an IFV and a Scout vehi-
cle), then each of those systems would be
expected to (and are allowed to) have dif-
ferent burden budgets.

COUNTERMEASURE DEFINITION
TOSOM-Force allows countermeasures to
be designated as system specific or force
generic. The E2 module has been modified
to allow countermeasures classified as
“generic” to be included on any of the
force systems when effectiveness calcula-
tions are made. System specific counter-
measures are allowed only on the desig-
nated platforms. An example might help
here. A smoke generator would probably
be considered to be a “generic” counter-
measure. You could probably put the same
system on the tank, the IFV and the scout.
It would impose the same burdens on each
system (cost, weight, etc.). On the other
hand, an Armor solution is likely to be
unique to the system (system specific) it is
designed for. You would not consider put-
ting the tank armor package on the IFV.
This approach reduces model run time and
data storage requirements and allows the
study of larger problems than could be ac-
commodated otherwise. Remember that
TOSOM (and TOSOM-Force) use ex-
haustive enumeration to solve this prob-
lem and any approach which reduces the
number of unique countermeasures to be
considered is useful.

DISCUSSION OF TOSOM E2.

The TOSOM E2 code has been modified
to provide survivability and burden calcu-
lations for up to three system types in-
cluded within the force. There are two ver-
sion of the E2 code. The first version gen-
crates all possible combinations of up to
15 defined countermeasures plus the “do
nothing option”. The E2 code does this by
using a binary counting technique. Using
binary (base2) arithmetic, it is possible to
count to 32,000+ using 16 digits (0’s &
1's). Within the E2 code, each counter-
measure has an assigned digit (one of the
16 possible). By simply counting from 0 to
32,000+, and examining each binary
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number (a 0 in the column means coun-
termeasure not present, and 1 means it is)
every possible combination is generated
with a single pass (only one loop re-
quired). You can think of it as an odome-
ter with 15 “wheels”(or spindles — each
representing a different countermeasure)
and only 2 digits on each wheel/spindle, a
0 and a 1. Start with all the wheels show-
ing “0”initially (the “do nothing”) start
“moving”(add “1”’) and then determine the
countermeasure suite that results. By the
time all the wheels show *“1” (the put eve-
rything on it option) you have looked at all
possible combinations of 15 countermea-
sures.

The second version of the E2 generates the
combinations for up to 32 different de-
fined countermeasures (under certain re-
strictions). This is a bit more of a problem.
2*? is about 4.2 billion combinations. This
would be a significant strain unless we re-
alize that we don’t want most of these
combinations. By introducing the concept
of “feasible” and “acceptable” we can
keep both the run time and the required
data storage problems under control.

The concept of “feasible” addresses the
idea that many of our countermeasures are
“either/or” — not both. We may want to
consider 5 different armor packages for a
vehicle, but only one at a time, not all five
(or even 2) at once. This means we don’t
have to consider any combinations which
include more than one of these armor
packages. Going back to the odometer ex-
ample, instead of only a “0” (countermea-
sure not present) or a *“1” (countermeasure
present) on the wheel representing our ar-
mor countermeasure, lets add a “2”, “3",
“4” and “S”. The “1” represents the pres-
ence of Armor option 1, the “2” represents
Armor option “2”, etc. We can now “spin”
the odometer as we did before. Each com-
bination will again be generated, but no
combinations which include more than
one of the Armor packages will be exam-
ined.

The “acceptable” criteria is used to reduce
disk storage space. If the burdens resulting
for any particular countermeasure suite
exceed the user defined burden limits then
the data from that calculation are dis-
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carded without saving. While this does
nothing to relieve the burden on the com-
puter processor, it can significantly relieve
the demand for data storage.

FORCE CALCULATOR

Frequency of encounter has still not been
addressed. At this point we have TOSOM
output similar to what is currently pro-
duced, however common threat and
countermeasures are built in so that output
is automatically calibrated to a baseline
threat situation. The same result could be
achieved with multiple TOSOM scenarios
using the existing model. However data
integration problem would be VERY
complicated. The way TOSOM-Force ad-
dresses the problem of encounter fre-
quency follows.

A data structure for defining encounter
frequency distributions was first devel-
oped. It might be possible to analyze sev-
eral standard CASTFOREM scenarios for
insights into what these distributions might
typically look like. If this analytical ap-
proach were to be used the CASTFOREM
scenarios could also be used to define the
threat trees. This encounter distribu-
tion is modeled by apportioning the en-
counters appropriately among a set of up
to 30 vehicles. Figure 2 shows the en-
counter distribution screen.

Figure 2

TOSOM-Force uses straight conditional
probability to calculate expected levels of
force survival. The module output is in a
table of the probability of various num-
bers and combinations of systems



PUTTING IT TOGETHER

The concept is to take the Ps values gener-
ated by TOSOM for each potential system
survivability suite, and then process each
value through an encounter distribution for
a fixed quantity of systems (the “Force”)
involved in a survivability “situation”.
There are multiple assumptions and sim-
plifications made in order to make this
work. The results should still be useful for
the purposes of gaining insights into the
problem of designing force level surviv-
ability countermeasure strategies.

The TOSOM-Force module requires that a
probability distribution be provided to
model frequency of encounter data. The
method used to calculate the probability of
different levels of force survival is
straightforward, but somewhat tedious — it
also has a tendency toward combinatorial
explosion for larger sample sizes. The
computational intensity can be mitigated
by predefinition of the desired force level
survivability thresholds, which will be ex-
plained later in this paper.

The approach selected calculates the prob-
ability of each possible level of surviving
force system of a given type. For example,
starting with a force of 10 systems, calcu-
late the probability of exactly 0,1,2,...10
systems surviving. The process for doing
this is fairly simple, and actually relies
upon the same “counting” engine algo-
rithm employed in the exhaustive enu-
meration (E2) module used in TOSOM. In
this case, as in the TOSOM E2 module,
there will be 2" calculations made, where n
equals the number of a specific system
type within the force (where as in TOSOM
n 1s the number of countermeasures). For a
force of 10 tanks, there will be 2'° (1,024)
calculations required. A force of 20 tanks
requires 2%° or 1,048,576 calculations.

What TOSOM-Force does is generate
every possible combination of surviving
members of the “force”, one calculation
for each possible combination. Each cal-
culation takes into account the analyst
provided distribution of encounters. The
calculations are then sorted into the appro-
priate “bins” (0 survivors, 1 survivor,... 10
survivors) and then combined to provide
the probability of a specific numbers of
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survivors. An example the TOSOM-Force
output is provided in table 1 below.

P(s) X P(s=x) P(s>=x)
0.8 0 0 il
0.8 1 0 1
0.8 2 0 1
0.8 3 0 1
0.8 4 0 1
0.8 5 0 1
0.8 6 0 1
0.8 7 0 1
0.8 8| 0.000009 1
0.8 9| 0.000216 0.999991
0.8 10| 0.002249 0.999775
0.8 11| 0.013367 0.997526
0.8 12| 0.050413 0.984159
0.8 13| 0.126541 0.933746
0.8 14 0.21602 0.807205
0.8 15| 0.251866 0.591185
0.8 16| 0.198306 0.33932
0.8 17| 0.102311 0.141014
0.8 18{ 0.032598 0.038703
0.8 19| 0.005699 0.006104
0.8 20 0.000406 0.000406

Table 1.

The chart is interpreted as follows. For the
probability distribution used (not shown),
the probability of exactly 5 survivors is
.142 or about 14%. This number is found
by finding the number of survivors in the
first column and reading the correspond-
ing value in the 2™ column. The probabil-
ity of having 5 or more survivors is found
by continuing on the corresponding value
in the 3™ column which in this case is .332
or about 33%.

CONCLUSION

TOSOM-Force provides a useful tool for
investigating some of the issues of interest
when studying force level survivability. It
helps fill a niche in the fairly sparse array
of models and analytical tools available to
address the optimal allocation of limited
resources for designing or modifying
combat systems.
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Abstract

Analysts of direct fire systems have long
appreciated the error introduced by a gunner’s
inability to accurately identify the target center
of mass. This component of a detailed error
budget is frequently termed the “gun laying
error.”  (Ref. “The Evaluation of Combat
Vehicle Fire Control/Gunnery Systems™ by K.
R. Pfleger and R. J. Bibbero, Report R-1937,
dated September 1969) In recent years, this
error has been considered as a candidate for
improving the survivability of a vehicle: e.g.,
forcing the threat gunner to increase the “gun
laying error” by making it difficult to accurately
identify the vehicle “center of mass.”

Most combat effectiveness models do not
accurately portray this error, but rather attempt
to approximate it by modifying the dispersion of
the gun system. This note compares the
“probability of hit” obtained using the dispersion
approach approximation to the “probability of
hit” obtained by assuming a distribution of aim
points uniformly spread over a region of the
target; e.g., an “ambiguous center of mass.”
The differences in the magnitudes and trends of
the two approaches are most dramatic at the
shorter ranges, but are still significant at 3000m.

Background

Stealth or signature control technologies have
multiple impacts on survivability. The most
obvious is, of course, the increase in the time to
detect the target vehicle. Of potentially equal
importance is the introduction of aim point
errors into the fire control error budget of the
threat. This is accomplished by misleading the
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threat gunner as to the target vehicle center of
mass; the traditional aim point for most direct
fire threats.

Analysts of direct fire systems have long
appreciated the impact of not being able to
accurately identify the target center of mass
(CM). This error is explicitly included in the
detailed fire control error budget and is
frequently termed the "gun laying error.” In the
traditional budget, the error results from the
target filling a large portion of the sight “field of
view” and the gunner not accurately perceiving
the location of the vehicle CM. Since the
system errors are normally measured in terms of
an angle (mr), the "gun laying error” is
assumed to decrease with range; e.g., the
ambiguity of the fixed size target area presented
to the gunner decreases with range in terms of
included angle.

It is this aim point ambiguity resulting from the
modification of the vehicle signature that is the
subject of this note.

The most common approach to accounting for
aim point ambiguity is to increase the dispersion
of the fire control system while retaining the
aim point at the vehicle CM. The dispersion
increase is usuaily accomplished by assuming an
additional angular error (mr) which does not
decrease with range. This approach of a
constant angular error is contrary to the
mechanics-physics of the error origin and can
lead to an inaccurate assessment the probability
of hit and, consequently, survival.

Consider the following. The error can exist only
when the threat gunner is aware of the vehicle.
Through an undefined cue, he has identified
some region on (or adjacent to) the vehicie.

This cue is may be a shadow, glint, dust, etc.



These cues are equally likely to occur at any
position on (or around) the vehicle. The gunner
then identifies a region adjacent to or around the
cue that does not match the surrounding
background. This “region of ambiguity” (with
respect to the background) or the cue itself
becomes the target. This argument supports the
assumption of a uniform distribution of aim
points over the presented area of the vehicle
rather than an increase in round dispersion
about the CM.

Common approach

Increased dispersion to account

*~J

for aim point ambiguity

Normal system dispersion

The two approaches are depicted in figure 1.
The CM of a Bradley has been targeted in the
left picture. The inner ellipse represents the
dispersions of a baseline threat system. The
outer ellipse represents the dispersions increased
to account for the lack of a well-defined CM.
The right picture is the same Bradley, but with
an undefined CM and a random distribution of
aim points spread over the presented area.
Potentially, even the ground shadow is an aim
point.

Gunner detects target, but cannot
identify center of mass

Figure 1: Comparison of Two Approaches

This note quantifies the results of the two approaches, 1) increase in aim point dispersion vice 2) uniform
distribution of aim points, for a standard NATO frontal threat gunnery target.

Technical Approach

The technical approach is depicted in figure 2.
A standard NATO 2.3m x 2.3m(frontal aspect)
target is used for the analysis. The total error
budget for the weapon dispersion is assumed to
be 0.5 mr for both horizontal (x) and vertical (y)
coordinates; these dispersions are typical of a
good direct fire medium or large caliber cannon.
The probabilities of hit are assumed to follow a
Gaussian distribution about the aim point. For
the degraded dispersion approach, the target
true CM is the aim point for both the baseline
(0.5 mr) and degraded (0.6 mr) dispersions.
The ambiguous aim point approach assumes that
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the aim points are uniformly distributed with
respect to the target CM from -X to +X in the
horizontal direction and from -Y to +Y in the
vertical direction. That is, the “region of
ambiguity” for the aim point is +/-X to +/-Y
with respect to the target CM. The dispersion
for the “region of ambiguity” approach is held
constant at 0.5 mr with respect to the actual
cannon aim point. The simulation was built in
an Excel spreadsheet. The actual aim points for
the “region of ambiguity” were drawn randomly
from uniform distributions in the horizontal and
vertical directions. Trials of 1000 aim point
draws (iterations) were averaged for each range
and set of conditions. An example of the




uniformity of the aim point distribution is shown that number of points per bin ranges from 39 to
in figure 3. A plot ofthe X and Y aim points 65, but uniformity of the X and Y distributions
for one trial (1000 iterations) is shown for a is both apparent and acceptable. The P¢hit)
region of ambiguity of -1<=X<=1 and - results for trials of 1000 iterations are quite
1<=Y<=1. For a perfectly uniform distribution repeatable. An example of this repeatability is
each of the 20 bins would contain 50 points. The shown in figure 4 for the “region of ambiguity”

stochastic nature of the simulation is apparent in

« Standard NATO 2.3m x 2.3m target

* Region of ambiguity defined about target “Center of Mass”

e Actual aimpoints randomly placed (using uniform distribution) within
region of ambiguity

e “Probability of Hit” averaged for 1000 iterations

2.3m
i r‘ b-l/’-——-— Region of
A | Ambiguity
) +/- Xm, +/- Ym
2.3m
\ True Center
Y of Mass

Figure 2: Technical Approach
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Figure 3: Uniformity of X,Y Aim Point distributions

Range = 1000m
X Dispersion = 0.5mr
Y Dispersion = 0.5mr
Region of ambiguity

— -lm<X<I1m

— -lm<Y<Im
1000 iterations per trial

- ~

-

2.3nT

e

Trial# | Avg P(hit)
1 0.748
2 0.754
3 0.752
4 0.745
5 0.741
6 0.745
7 0.751
8 0.752
9 0.748
10 0.751
Region of
Ambiguity
X=+/- Im
Y=+/- Im
True Center
of Mass

Figure 4: Repeatability of Results
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case -1<=X<=1 and -1<=Y<=1. P(hit)’s for ten trials of 1000 iterations each are tabulated in the upper
right hand corner of the figure. The “probability of hit” for 10 consecutive trials ranged from 0.741 to
0.754. This is a “peak-to-peak” difference of 0.013; e.g., less than 2% of the band. This level of

repeatability is adequate for a study of this nature.

Results

The results of this academic exercise are
presented in figure 5. “Probabilities of hit” are
plotted and tabulated for ranges between 500
meters and 3000 meters at increments of 500
meters. Analysis results are labeled according
to the size of the “region of ambiguity” and the
weapon dispersion. Dispersions and “regions of
ambiguity” dimensions are assumed to be the
same in both the horizontal and vertical
directions. For example, the label “+/-
Im|0.5mr” indicates that the region of ambiguity
is -1<=X<=1 and -1<=Y<=1 and the dispersions
are 0.5 mr in both the horizontal and vertical
directions. A “region of 0 ambiguity” indicates
that the gunner can exactly identify the target
CM. Results are presented for five sets of
conditions “+/-0m|0.5mr,” “ +/-0m|0.6mr,” “+/-
0.5m|0.5mr,” “+/-1m|0.5mr,” and “+/-
1.5m|0.5mr.” The “region of ambiguity” of one
square meter or approximately 60%
(1m”2/1.69m"2) of the target area will be used
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as a discussion example. In the primary ranges
of interest, 1km to 2.5km, the results of the two
approaches differ in both the magnitude and
trend (shape). For this 60% ambiguity size
region P(hit)’s for 1000m and 2500m are 0.745
and 0.354 respectively. Increasing the
dispersion of the baseline gun by 20% (0.5 mr to
0.6 mr; e.g., adding an additional 0.33mr error)
provides the best overall match to a “region of
ambiguity” equal to 60% of the total target area.
P(hit)’s for a dispersion of 0.6mr at 1000m and
2500m are 0.892 and 0.31 respectively. The
greatest difference in P(hit) is at the 1km range;
the P(hit) for the increased dispersion is 17%
higher than the ambiguous aim point approach.
The two approaches cross at approximately
1800m. At 2.5km, the ambiguous aim point
approach is 14% higher than the increased
dispersion approach (and the “per cent”
difference will continue to increase with range).
Due to the inherent differences in the two
approaches similar results will obtain for all
conditions and ranges.



Impact of Alm Point Ambiguity
Actual Aim Point Randomiy Placed within Ambiguity Limits
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Figure 5: Aim Point Ambiguity Study Results
Conclusions cannot be eliminated by a judicious choice of

The conclusions are summarized in figure 6. In
the primary range of interest for current direct
fire cannons, 1km to 2.5km, both the
magnitudes and the trends of the results for the
two approaches differ. The differences are
inherent to the mechanics of the approaches and
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parameters. The magnitudes of the P(hit)
differences can easily exceed 10% This
difference will carry through to the probability
of survival. Since 10% is frequently considered
the decision point for justifying a new system,
this error is potentially adequate to cause an
unreasonable choice in the final vehicle design.




Conclusions

A 10% change is frequently considered the minimun necessary to

justify a new system

For direct fire cannons, the difference in the “increased dispersion”
and “area of ambiguity” approaches can exceed 10%

Choice of “increased dispersion” approach can lead to a poor choice in

system design

Figure 6: Conclusions
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ABSTRACT

Target acquisition modeling plays an important role
in the mission planning process associated with both
man in the loop and autonomous command and
control systems. The type of information required
typically varies as a function of the amount of time
before a mission. In general, early in the planning
process, qualitative information in the form of a
device being marginally or unfavorably impacted by
environmental factors can be very useful in paring
the list of potential devices. However, as the mission
time draws nearer, quantitative information such as
detection and recognition ranges for specific targets
becomes more valuable. To effectively present
options with respect to the use of these target
acquisition devices, a simple tool needs to be
available for computing and displaying both types of
information. A critical part of this requirement for
simplicity is the automated retrieval of environmental
input data for the model from a database of values.
As part of the Army’s Battle Command System
(ABCS), the Integrated Meteorological System
(IMETS) can provide this database of information. A
program has been written to retrieve from the IMETS
Gridded Meteorological Database (GMDB) the
required current and historical data for a user
specified location. The GMDB contains high-
resolution (10 km in the horizontal) model data as
forecast by a prognostic mesoscale model. This
paper presents in more detail the intuitive model and
interface that has been developed to allow the user to
automatically query the GMDB for the required
environmental data and then compute and display the
qualitative and/or quantitative information affecting
the performance of target acquisition devices. Also
reviewed are plans for an Army specific version of
the Air Force Target Acquisition Weather Software
(TAWS) and ongoing efforts to more fully automate
the process of computing and presenting information
to the user.
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INTRODUCTION

As evidenced by the number and types of papers
presented at the annual Ground Target Modeling &
Validation Conference, there is a significant amount
of basic research being performed related to target
signatures, propagation, background characterization,
simulation, etc. Perhaps as important to the tactical
end user, however, is the design and interface of the
resulting target acquisition models. Unless the model
presented to this user is intuitive and easy to use and
interpret (as well as fast running), the underlying
physics associated with the underlying models may
not matter since the user may not use the product.

WEATHER TACTICAL DECISION AIDS

Weather tactical decision aids (TDAs) come in two
forms: rule-based and physics-based. Rule-based
TDAs are constructed using rules that have been
collected from field manuals, training centers and
schools, and subject matter experts. An example of
one such rule would be “usage of TOW2 is not
recommended for visibilities less than 3km”.
Physics-based TDAs employ physics calculations
that have their basis in theory or field measurements.
Thus a physics-based TDA employs routines and
physics that allow it to ascertain the probability of
detecting a given target at a given range under
existing or predicted weather conditions. This is in
contradistinction to the rule-based TDA which would
suggest that a particular system be used under given
weather conditions; no target is required. The trade
off between target acquisition (physics-based) and
system selection (rule-based) is run time: rule-based
TDAs run considerably quicker than physics-based
TDAs.

The Army’s IWEDA is being adopted as the model
for rule-based weather impact decision aids for all the
services. A rule-based decision aid provides a
general framework based on lists of “if-then-else”
rules and pre-established critical weather thresholds
for moderate or severe impacts. The Air Force, Navy




and Army, with concurrence from the Marine Corps,
are now collecting weather impacts using this
common format, and the current database of
hundreds of rules are expected to expand to several
thousands of rules. The Army IWEDA is designed
for the Army Common Hardware/software and
DIIV/COE as part of IMETS, the C41 weather system
currently fielded and being improved for the Army
First Digitized Division.

Physics based tactical decision aids, as distinct from
rule-based  decision aids, perform detailed
performance calculations for specific systems. Tri-
service models for electro-optic propagation, such as
the Target Acquisition Weather Software (TAWS),
are being linked to rule-based TDA’s to provide more
detailed effects and quantitative information.

TAWS

The Tri-Service TAWS and its predecessor, the Air
Force’s EOTDA (the Army’s TDA, TARGAC, is a
variant of EOTDA), are software models that predict
the performance of weapon systems and direct view
optics based on environmental and tactical
information. Performance is expressed primarily in
terms of maximum detection, recognition or lock-on
range. The EOTDA and TARGAC supported
systems in three regions of the spectrum: visible/TV
(0.4 — 0.9 um), Laser (1.06 ym) and far IR (8.0 -
12.0 pm). TAWS extends this to include the mid-IR

(3.0 — 5.0 pm).

TAWS consists of three essential parts: an inherent
target contrast model, an atmospheric effects model,
and a system performance model. These basic
models are required for any type of device treated by
TAWS; however, the nature of the models that
perform a given function may vary considerably
depending on the system of interest. For example,
the inherent contrast for visual and TV devices
depends on the relative reflectances of the target and
background. Thus atmospheric scattering and solar
illumination [Bangert, 1998] are overriding factors.
For thermal imagers, the inherent contrast consists of
the difference in temperature between the target and
background. Solar loading is the dominant factor
thus requiring access to previous and forecast
conditions required by the thermal balance model
[Johnson, et al, 1995, 1998]. The nature of the
calculations of atmospheric propagation is also
different in the visual than in the IR. Scattering
primarily influences the former, while the latter is
dominated by absorption. The Armmy Model and
Simulation Office standards category model Acquire
is used for sensor performance [Acquire, 1995].
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TAWS will also allow for automated meteorological
ingest via the Air Force Weather Information
Network; these meteorological variables may be
selected or changed through numerous Graphical
User Interfaces (GUIs). TAWS version 1 is
scheduled for release in December 1999 [Tattelman,
1999].

IWEDA

In an effort to simplify the manner in which
environmental impacts on weapon systems are
displayed to the user, the Army Research Laboratory
has developed the rule based Integrated Weather
Effects Decision Aid (IWEDA) [Sauter, 1999].
IWEDA provides current and forecast qualitative
impacts on approximately 70 weapon systems (e.g.,
attack helicopters, fixed wing aircraft, personnel, etc)
to both meteorologists and non-meteorologists
throughout the ABCS (the Army’s tactical command
and control system). IWEDA ‘rules” are fired
against the GMDB parameters via an IWEDA
preprocessor that then populates several relational
database tables. A separate program, DIRECT, that
allows the Staff Weather Officer (the IMETS
operator) to edit and delete specific rules associated
with the weapon system has also been developed
[Torres, 1998]). DIRECT allows for tailoring of the
ruleset to accommodate a specific exercise (e.g.,
peacetime vs. wartime values) or user (e.g., beginner
pilots may have more strict limitations regarding the
operation of an aircraft than an experienced pilot).
Users configure systems as to how they will be
employed, select the systems or missions they wish to
see impacts on, then click a button to have the
impacts automatically computed via internal queries
to the database tables. Once the queries are
completed (typically a few to several seconds) a
color-coded (red, amber, green) matrix is displayed
conveying the impact of the environment on the
systems of interest (figure 1). Drill down capabilities
are available via mouse clicks such that the user can
query and view various levels of information (e.g.,
condensed or detailed text impact statements, spatial
distribution of the impacts via a map overlay [figure
2], etc) depending on their requirements. For
example, by clicking the left mouse button anywhere
over the map overlay, the full impact statement on
the particular item of interest is retrieved and
displayed to the user. Thus, it was a simple extension
of this concept to allow the computation and display
of quantitative target detection and recognition
ranges from within the familiar IWEDA GUIL. In
practice, target acquisition devices within the rule
based IWEDA could be evaluated to assess locations
and times that particular sensors could be employed
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Figure 1. TWEDA Weather Effects Matrix (WEM) with Condensed
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Figure 2. IWEDA Map Overlay for AH-1F (Cobra) Helicopter with
Full Impact Statement

with little environmental degradation. For users
requiring specific range information, IWEDA will be
modified to call the physics based algorithms to
compute this information for specific locations on the
IWEDA map overlay.

SOFTWARE

Automated Environmental Data Retrieval
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Although the target acquisition software has not yet
been integrated within IWEDA as a singie
application, the target acquisition program resides as
a standalone application on a Sun Ultra workstation
within the development environment at ARL. This
application requires a significant amount of
environmental data, both for the present and
(depending on the sensor) past. Expecting the user to
input all of this information when there is gridded
meteorological data available is unrealistic. Thus a




front-end module was developed to automatically
query, retrieve, and chronologically order the
required data. Upon user entry of a valid geographic
location and date/time field this information is passed
to the data retrieval module. The GMDB typically
has data at 10 km horizontal resolution and to a
height of approximately 20,000 ft above ground
level. The model used to populate the GMDB is the
ARL developed Battlescale Forecast Model (BFM)
[Henmi and Dumais, 1998] and is typically run twice
a day with the forecast time extending to 24 hours.
BFM is a hydrostatic model providing for the
forecast of numerous meteorological parameters and
is currently fielded with the Army’s IMETS. A post
processing application, the Atmospheric Sounding
Program (ASP) [Passner, 1999], derives additional
environmental parameters (e.g., turbulence, icing
intensity, visibility) from the basic BFM parameters
and writes them to the GMDB. The amount of time
required to execute the BFM and ASP (to include
writing to the GMDB) is typically less than an hour
on a Sun Ultra. Archiving of two GMDB data sets
(the current and prior run) will allow for gridded data
that extends a minimum of approximately 16 hours
and a maximum of 28 hours in the past to be
available (receipt of model initialization data from
the Air Force Weather Agency and model run times
add several hours to the time that gridded data is first
available). Depending on the parameter being
retrieved, the value is obtained either via a weighted
interpolation between surrounding grid points (e.g.,
wind speed) or by assigning the value of the nearest
neighboring grid point (e.g., precipitation type).
Once successfully retrieved from the GMDB it is
passed to the target acquisition routine where the
detection and recognition ranges are computed and
then graphically displayed to the user.

Interim Target Acquisition Module

Because TAWS version 1 is not currently available,
the Army’s version of EOTDA, TARGAC, is being
utilized to determine target acquisition ranges within
IWEDA. The basic differences between TARGAC
and EOTDA are the inclusion of Army sensors and
targets and the ability to examine surface to air
scenarios. As a stand-alone program TARGAC is a
part of, and available through the Electro-Optical
Systems Atmospheric Effects Library (EOSAEL)
{Shirkey, et al, 1987]. TARGAC has been
successfully coupled with the GMDB thereby
precluding the necessity for inputting past, present
and future meteorological data. Coupling with the
GMDB also allows target acquisition to be
accomplished in near real-time under forecast
weather conditions.
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Migration and Integration of TAWS-A with IFEDA

Since TAWS is a Tri-Service program, version 1 and
all subsequent versions will include Army targets and
sensors. The Night Vision and Electronic Sensor
Directorate’s range performance model for target
acquisition systems, Acquire, will be added in
version 3 of TAWS. A new atmospheric scattering
routine is also being added to TAWS to allow
examination of all possible geometrical scenarios
(e.g. air-to-ground, ground-to-air, ground-to-ground,
and air-to-air). However, in accordance with the
Army’s IMETS philosophy of keeping input as
simple as possible a variant of TAWS will be used in
IMETS. This variant will be called TAWS-Army
(TAWS-A) and will be functionally equivalent to
TAWS. The salient differences will be in allowed
user input: TAWS has numerous GUIs to allow
automated or manual input and manipulation of
meteorological parameters. Since TAWS-A will

have automatic ingest of weather conditions through
the GMDB there will only be one GUI (figure 3)
which will be used to initially select sensor, target

Figure 3. TAWS-A Input GUI

and background information.  Currently some
additional information is required about the
background aerosol. Since the purpose of TAWS-A
is to aid the commander make rapid decisions
concerning sensor and/or platform selection, the
graphical output from TAWS-A will also be different
from TAWS. For sensor selection TAWS-A output
will be in the form of bar charts (figure 4) or weapon
fans (figure 5).



Range (km)

Figure 4. TAWS-A Example Sensor
Selection

Efforts are currently underway to integrate TARGAC
and, when released, TAWS-A, with IWEDA. As
outlined in the introduction, this would allow the user
to click on any location on the IWEDA map overlay
(figure 2) to have the detection and recognition
ranges computed for a specific target/sensor pairing.
The default sensor would be for the device currently

Unobstracted line-of-sight
Weather Jmpacted lins-of-&ig
Obsrocted line-ofsight

x Obaerver locstion

Figure 5. TAWS-A Example Weapons Fan

being evaluated by IWEDA. It is anticipated that
upon the user click on the map overlay, a simple GUI
would pop up prompting the user for the specific
sensor and target. Environmental data required for
the computation would be automatically retrieved
from the GMDB for the specified point. Allowing the
entry of a different device will allow alternate sensors
to be evaluated in the event the current sensor is
inadequate for the acquisition. In separate windows
the detection and recognition ranges would be
displayed via bar charts (e.g. figure 4) and the
weapons fan would be overlaid on top of the map
display (e.g. figure 5). This feature will color code
the detection and recognition ranges for numerous
azimuths either over a full circle or some smalier arc
as specified by the user. Digital terrain elevation data
will also be read such that masking due to intervening
terrain can be incorporated into the weapon fan
display. Eventual incorporation of threat sensors will
allow comparison of friendly and threat systems for
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aiding in the determination of when and where one
force may have the advantage over another.

SUMMARY

Providing a tactical commander with an easy to use
and interpret application leveraging the latest target
and sensor modeling technology will allow for near
real time evaluation of sensor employment options.
Automating the environmental parameter retrieval
using a prognostic data set further enhances the
application by allowing for realistic planning based
on evolving weather. Although the current gridded
data set currently only extends to 24 hours, a 96 hour
capability is anticipated in FY00. Allowing for either
standalone nunning of TAWS or via an integrated
environment with IWEDA provides additional
flexibility. Leveraging ARL’s experience and role in
the ABCS, this software will be transitioned to the
fielded Army incrementally over the next several
years providing an advanced capability where
virtually none exists today.
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ABSTRACT

Predicting the Radar Cross Section (RCS) of complex
targets is a complicated problem in electromagnetic
scattering theory. Radar scattering theory has been
studied extensively for many decades. There have been
many software packages developed for calculating the
RCS of complex targets, however, those that have been
fully validated, and are available to the radar scattering
community, require the purchase of a very expensive,
high-powered Unix platform.

Surface Optics Corporation has developed a state-of-the-
art, commercial off-the-shelf (COTS) software package
that disposes of the need for buying an expensive
computer. RadBase is a user-friendly software product
that generates accurate RCS and Amplitude & Phase data
for complex targets and cultural features. It is a Java-
based application that executes on PC’s running
Windows (95,98,NT) and Unix-based platforms.
RadBase calculates RCS values using the physical optics
approximation to electromagnetic scattering.
Additionally, RadBase incorporates physical phenomena
such as blocking, double bounce interaction, edge effects,
polarization, traveling waves and creeping waves.

In this paper, the capabilities of RadBase 1.0 will be
described. A brief description of the scattering
phenomena, input and output data is presented. A full
RadBase validation study is presented as well as RadBase
comparisons with the radar scattering code, Xpatch.
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INTRODUCTION

Surface Optics Corporation (SOC) has developed a user-
friendly software product for generating accurate Radar
Cross Section (RCS) and Amplitude and Phase data for
complex targets and cultural features as a function of
frequency, polarization, incident angle and azimuth
angle. RadBase calculates an object's RCS and
Amplitude and Phase data using the Physical Optics
approximation to electromagnetic scattering and includes
the following effects:

Blocking

Double Bounce Interaction
Edge Diffraction

Polarization

Traveling & Creeping Waves

RadBase is a Java-based application and has a user-
friendly Graphical User Interface (GUI), with easy to
understand input parameters. This allows it to run on
Windows 95, Windows 98, Windows NT and UNIX
(available Release 1.1, Third Quarter, 1999) operating
systems. RadBase currently, supports the following 3-D
object model formats:

STK .mdl Format

Open Flight (flt extension)

ACAD (e.g. Xpatch facet extension)
Object (.obj extension)




UNIQUE FEATURES

The user does not have to be a radar expert in order to set
up and run RadBase. RadBase gives the user:

o Flexibility

» RadBase is a true toolkit

o Users can easily control the program and vary
parameters

e Accuracy on a PC

o RadBase generates accurate RCS data for complex
targets

e RadBase does not require the purchase of a high-
end SGI

e RadBase has been validated against range
measurements

e RadBase output compares extremely well with
Xpatch

e Speed

e RadBase is very efficient

TECHNICAL DESCRIPTION

The core of RadBase is a software module that calculates
the RCS and Amplitude & Phase data for complex
targets and cultural features as a function of frequency,
polarization and target/observer geometry. This core
module uses the physical optics approximation to
electromagnetic scattering.

The Chu-Stratton integrals for the total electric and
magnetic fields scattered from an object can be very
difficult to solve explicitly. High frequency techniques
have been developed for solving these integrals. One
such technique, Physical Optics (PO) is an approach that
is based upon source currents. PO is valid for cases where
the incident wavelength is much smaller than the length
of the object that is scattering the energy. In PO theory,
the geometry of the object becomes very important in
calculating the total scattered electric and magnetic
fields. PO uses the integral equation representation for
the scattered fields. It also uses the high frequency
assumption that the scattered field from one point on an
object to any other point is negligible compared to the
incident field. Therefore the total field at each point on
the surface of the object is approximately equal to the
incident field at that point. The scattered field is now
reduced to a much simpler equation. The surface current
density for PO is defined by:

J =2(ixH, )

J = surface current density

n = surface or facet unit normal
H, = incident field

RadBase solves the physical optics integral equations to
compute the RCS and Amplitude and Phase for complex
objects. Beyond the PO treatment, RadBase has
incorporated the following:

Edge Diffraction Effects

Blocking

Multiple Bounces

Polarization Dependent Scattering (VV, HH)
(Cross polarization will be available with
Release 1.1, Third Quarter, 1999)

¢ Traveling and Creeping Waves

RadBase INPUT

A RadBase session begins with the main menu being
presented to the user. Figure 1-1 presents a sample of the
RadBase main menu.

L j

Figure 1-1. RadBase Main GUI

RadBase requires as input:



1. 3-D wireframe model of the object

Figure 3-2. Wireframe Model of a Missile

2. User defined radar, geometry and option
parameters

User Defined Parameters
Under the "Setup” menu, the user chooses the type of run
to be performed:

o Custom

e RadarWorks™ (RadarWorks is a trademark of
MultiGen-Paradigm, Inc.)

e STK™ (STK is a trademark of Analytical
Graphics, Inc.)

Custom Setup

RadBase requires specific radar, geometry and option
parameters in order to develop the output RCS and
Amplitude & Phase databases. Figure 1-3 presents the
RadBase "Setup Custom" panel.

Figure 1-3. RadBase Custom Setup Window

The user defined input parameters are:

e Target ID
The Target ID is an integer value placed in the
header of the output files. This is useful for
simulation systems that contain many targets,
allowing the system to uniquely identify each target
and assign the proper RCS data.

* Bounces
This option gives the user the ability to control the
number of multiple bounces off of the object that the
radar beam can undergo before returning to the
receiver. Currently, up to two bounces is allowed,
however, Release 2.0 will allow the user to go to n
bounces.
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Angles greater than this angle are not inclu

AR

Blocking Options (None, Low, Medium, High)

The speed of RadBase is dependent upon the number
of object facets, the number of bounces, and how
many blocking computations are desired. Blocking
refers to one facet of the vehicle blocking another
facet from the radar view. If an object is fairly simple
and has no facets that can block another, than it is
recommended that the user input "None". If the
object is very complex and has many facets that can
block other facets, the user should input "High". The
remaining two options are for intermediate objects.
This is truly a subjective input by the user and for the
best "physics” treatment, the user should use "High"
if unsure.

Output Option: Binary or ASCII
The output database can be either binary or ascii.

Edge Diffraction (Yes/No)

Edge effects can have a significant effect on the RCS
of a complex object. RadBase includes edge
diffraction effects coupled with the physical optics
computations. RadBase is delivered with a routine
that automatically generates object edges. It uses the
information in the vertex and facet file to generate
these edges. If edge diffraction is chosen, RadEdge
generates edge information that is passed directly
into the RadBase edge diffraction routine.

Maximum Interior Wedge Angle (MIWA) (Degrees)
The maximum interior wedge angle defines the
maximum angle at which two facets form an edge.
ded in
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the edge computations. This prevents inclusion of
edges in which the interior angle is close to 180°.
The default value for this parameter is 100° It is
recommended that the user choose values between
100° and 170°. The limits are:

90° < MIWA < 180°



e Frequencies (GHz) (1-100 GHz)
» Uniform Frequencies (Begin, End, Step)

The user can input a begin, end, and step
frequency. The uniform frequency option is
useful for generating RCS and Amplitude and
Phase data to be used in a SAR processor, or if a
known desired frequency spacing is desired. The
maximum number of frequencies is 100.

» Discrete Frequencies
The user can input up to one hundred (100)
discrete frequencies in any given RadBase run.

e Elevation Angles (Begin, End, Step)
The elevation angles must be input in degrees. The
range of angles is from 0° to 360°. 0° - 180° defines
the upper hemisphere and 180° - 360° defines the
lower hemisphere. The maximum number of
elevation angles is 2001.

e Azimuth Angles (Begin, End, Step)

The azimuth angles must be input in degrees. The
range of angles is from 0° to 360°. Rotation is
defined as counter-clockwise for an observer sitting
above the target. Thus, if the nose of the aircraft
points down the positive x-axis, 90° is viewing the
left wing as defined by the pilot and 270° is viewing
the right wing. The maximum number of azimuth
angles is 2001.

RadBase OUTPUT

RadBase outputs two binary or ascii files. The prefix of
the input file is used for output. For example, if the file,
"barn.flt" is input, the two output files will be named,
"barn.rcs" and "barn.aph". The .rcs file contains RCS
data for all user-defined frequencies, two linear
polarizations and all user defined elevation and azimuth
angles. The .aph file contains amplitude and phase data
for all user-defined frequencies, two linear polarizations
and all user defined elevation and azimuth angles. Figure
144 presents an RCS versus elevation angle plot
generated by RadBase.
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Figure 1-4. RCS vs. Elevation Angle Plot Generated

by RadBase

VALIDATION

RadBase has been validated against range measurements
of an aircraft. Figure 1-5 presents an image of the aircraft
measured in the radar range and Figure 1-6 presents an
image of the modeled aircraft.

Figure 1-5. True Figure 1-6. Modeled

Figures 1-7 through 1-10 present plots of the RadBase
predicted RCS versus the measured data. It can be seen
that RadBase compares extremely well with the measured
data. The discrepancies beyond 300° for the 10 GHz and
15 GHz, 30° elevation cases are due to the fact that
RadBase does not yet treat cavities or calculate more than
two bounces. Release 2.0, scheduled for Fourth Quarter,
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1999 will have a treatment for cavities as well as include
a robust model for calculating the RCS for any user-
specified number of bounces.
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Figure 1-7. Measured vs RadBase Modeled Aircraft
5 GHz; VV; 42° Elevation

Figure 1-8. Measured vs RadBase Modeled Aircraft
5 GHz; HH; 42° Elevation

Figure 1-9. Measured vs RadBase Modeled Aircraft
10 GHz; VV; 30° Elevation
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Figure 1-10. Measured vs RadBase Modeled Aircraft
15 GHz; HH; 30° Elevation

Surface Optics is further validating RadBase against
range measurements of a T72. Preliminary results show
that RadBase is agreeing extremely well with the
measured data. The T72 validation report will be
available to the public September 1999.

COMPARISON WITH Xpatch

RadBase has been compared to the radar scattering
software package, Xpatch. Xpatch is a set of high-
frequency radar signature prediction codes that are based
on a method called the Shooting & Bouncing Ray (SBR)
technique. Xpatch was chosen for this study because it
has been well validated and documented.

Figure 1-11 presents a three dimensional image of a Scud
Launcher used as input into RadBase and Xpatch.
Figures 1-12 and 1-13 present comparisons of RadBase
and Xpatch for the Scud Launcher. The figures show that
RadBase compares extremely well with Xpatch, and the
two produce almost exact results at the major peaks (0°,
76 °, 90 ° and 180 °). Figure 1-14 presents a comparison
of RadBase and Xpatch for a faceted missile. Again, the
two software systems produce very comparable results.

These results are only a small sample from a complete
RadBase/Xpatch study performed by Surface Optics.
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Figure 1-12. RadBase/Xpatch Comparison for a Scud
Launcher - 10 GHz; 2=30°; VV
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Figure 1-13. RadBase/Xpatch Comparison for a Scud
Launcher - 10 GHz; 2=30°; HH
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Figure 1-14. RadBase/Xpatch Comparison for a
Faceted Missile — 10 GHz; M=0°; VV

APPLICATIONS

RadBase has applications in many areas of radar
research, design and simulation. 1t is currently being
used by radar design engineers, radar experts in the real-
time visual simulation/sensor simulation community, and
scientists performing Synthetic Aperture Radar (SAR)
image interpretation and simulation.

RadBase gives the user the ability to generate radar
databases for a variety of applications:

e Radar Simulation
e Target Signature Analysis
e Radar System Analysis
e Radar System Performance
e Radar Design
e SAR Image Interpretation
e  Human Factor Studies
e Radar Operator Training
¢ Input to other COTS Products
» STK/Radar™
» RadarWorks™



FUTURE ENHANCEMENTS

RadBase will advance significantly with new releases.
Upgrades will include:

e Target Viewer/Material Editor

» The user will be able to view a 3-D object, point
and click on individual facets or groups of facets
and easily make materials assignments (with no

typing required)
> RadBase will be delivered with a complete set of
complex dielectric properties databases

Q Developed at SOC

0 Continually enhanced by SOC
e Higher Order Bounces (>2)
e  Ability to handle a rough surface ground plane
e Treatment of Cavities
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CONCLUSIONS

RadBase is a user-friendly software product for
generating accurate Radar Cross Section (RCS) and
Amplitude and Phase data for complex targets and
cultural features as a function of frequency, polarization,
incident angle and azimuth angle. It allows labs to
produce radar simulation data on every PC available
within their facility. Previously, this was only possible
using their handful of very expensive UNIX platforms.

RadBase has been validated against range measurements
and been compared extensively to validated radar
scattering software packages such as Xpatch. RadBase
will continue to advance significantly with new releases.
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ABSTRACT

Irma is an Air Force sponsored tool for generating
synthetic  signatures and imagery of complex
environments for a wide variety of different sensors and
spectral bands. The Irma code has three main
signature/sensor components consisting of the passive,
ladar, and radar models. These models allow a sensor to
view a complex scene consisting of targets, terrain, and
atmosphere. There is essentially no limitation on the
placement of the sensor or the geometrical complexity of
the scene. The passive code accounts for reflected
sky/solar/earth  radiation, emitted radiation and
atmospheric transmittance and path radiance to produce
radiance (or apparent temperature) imagery. The ladar
code accounts for monostatic surface scattering,
atmospheric effects and sensor motion to produce range
and cross section imagery. The radar code accounts for
spatially coherent and incoherent scattering, atmospheric
transmittance and volumetric backscatter and is designed
to produce synthetic aperture radar (SAR) and realbeam
radar imagery, pulse-doppler maps, and range-resolved
cross sections. This paper will focus on the radar model,
the associated phenomenology and example signatures,
and the recently added pulse-doppler and range-resolved
cross section capabilities.

INTRODUCTION

39

Irma is a mature multi-sensor signature prediction code
and analysis tool [1]. The purpose of the Irma radar
channel is to generate signatures of target and terrain
scenes viewed with a radar sensor [2]. The generated
radar signatures typically represent the radar cross
section (RCS), or some related quantity, as a function of
various (range, doppler, cross-range) coordinates.

The radar model currently has three main types of output
signatures: SAR imagery, pulse-doppler maps, and range
resolved cross sections. In the SAR mode, the output
signature is given as a function of down-range and cross-
range coordinates. In the pulse-doppler mode, the return
signal power in each range doppler cell is computed.
This mode was designed for modeling air-to-air
engagements. The code can also output a complex range-
resolved return signal where the output is proportional to
the square root of the RCS in each range bin. These
range profiles are characteristic of air-to-surface real-
beam radar systems.

The signature generation process utilized in the Irma
code consists of several different steps. First, it is
necessary to describe the scene. The scene is described by
specifying the location and orientation of all scene
features and objects and their scattering properties. Next,
the sensor is described by its position, orientation,
frequency, resolution, antenna pattern and polarization.
The code then determines which objects within the scene




are illuminated by the sensor. In this stage, oversampling
on selected objects may be utilized to provide a high-
resolution description of the sampled geometry. The
radar signature is then determined utilizing a
combination of spatially coherent and incoherent
techniques. Furthermore, the simulation may utilize a
single bounce Z-buffer approximation [3] or, in some
cases, the XpatchT [4] module may be used to generate
signatures of objects containing multiple bounce
components. Also, the model accounts for the sensor blur
and speckle effects as well as atmospheric attenuation
and backscatter.

The Irma model is written in FORTRAN and C and is
supported on both the SUN (Solaris 2.5 or later) and SGI
(Irix 6.2 or later) platforms. In addition to these
platforms, the radar module, as outlined in this paper, is
in the process of being ported to the PC/Windows NT
platform. The Irma software is available free of charge to
US government-approved personnel.

SAR MODELING ENHANCEMENTS

A SAR image is a graphical display of the radar cross
section (or some similar quantity) as a function of down-
range and cross-range coordinates. Objects that appear
bright in the scene are scattering a relatively large
portion of the incident electromagnetic energy back
toward the sensor. Surfaces that are highly reflective will
appear bright when oriented perpendicularly to the
sensor line of sight. Smooth objects that lie flat in the
scene, such as roads and water regions, will generally
appear dark since they scatter the incident energy in the
specular direction away from the sensor. The down range
resolution is controlled by the bandwidth (effective pulse
width) of the radar. The cross-range resolution for real
beam imagery is dependent on the beamwidth and range.
For synthetic aperture systems, the cross range resolution
is dependent on the mode of operation and effectively
how long the sensor views the scene. With Irma, a
variety of resolution functions (sinc, Hann, Gaussian,
etc.) are supported. These functions may be used to
control the resolution and sidelobe effects. Shown in
Figure 1 is a SAR image of a rural scene containing
fields, a road, trees, and several tanks.

Figure 1. SAR Image of rural scene containing a road,
fields, trees, and several tanks,

In addition to the standard imagery that is produced by
Irma, output SAR imagery for a set of amplitude
monopulse antenna patterns can also be generated. When
in this mode, the code utilizes a user-supplied sum
antenna pattern, a delta-azimuth pattern, and a delta-
elevation pattern. An example of these patterns is shown
in Figure 2. The resulting images, such as those shown in
Figure 3, can be utilized to determine the angular
position of a target within the scene.

(2) (b

Figure 2. Monopulse (a) sum and (b) delta-azimuth
pattern.




Figure 3. Example monopulse SAR images (a)sum
pattern, (b) delta-azimuth pattern.

An important upgrade to the radar channel is the ability
to make use of external SAR interpolation tables. Prior
to this enhancement, the radar code had the ability to
incorporate  SAR signatures that were obtained by
external means such as Xpatch or possibly even from
measurements. However, this was only valid for a given
target aspect. If a sequence of images was to be
generated which involved a changing target or sensor
position, it was necessary to generate the target chips one
at a time and manually change the external SAR images
each time,

For illustration purposes, a set of SAR images of a tank,
shown in Figure 4, was generated using the Xpatch code
for several different azimuth angles. The elevation was
held constant at 24°. A subset of the data is displayed on
a linear scale in Figure 5 with the image minimum and
maximum mapped to black and white, respectively.

Figure 4. T72 facet model.
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®
Figure 5. Synthetic Aperture Radar Images of a 'I72 tank

target as viewed from a 24° elevation. The Ka Band
sensor aspects are (2) 0° (b) 10° (c) 20° (d) 30° (e) 40°
(f) 50° (g) 60° (h) 70° (i) 80°.

The radar code now has the capability to read in a
database of filenames which correspond to a number of
externally generated SAR images for a number of
different aspect angles. Then during the signature
calculation, the code determines the appropriate aspect
angles of the sensor in the base coordinate system of each
target. This location is then used to find the four
surrounding images in the database. These images are
utilized to obtain a new external image which is then
used for the current target. The user also has the
capability to scale the image to represent some desired
cross section as an aid in performing parametric studies.

The use of the interpolation table is faster and much less
prone to error than manually updating the external file.
Furthermore, it is much more practical than attempting
to call Xpatch each time to generate an image which may
take several hours to calculate. However, it is necessary
to generate the database of images offline, which will be
a time consuming task. An example of the process is
shown in Figure 6. Here, the signature is desired at an
aspect of 0 = 73°, ¢ = -36°. The table contains signatures
for every 5° in elevation and every 10° in azimuth. The
surrounding pre-calculated images at 6 = 70° and 75° ,



¢ = -40° and -30° are then used to obtain an image at the
desired aspect.

View of Tank from
0=173° ¢ =-36°

6=73° ¢=-36°

0=75° ¢ =-40° 6=75° ¢=-30°
Figure 6. Example of external SAR image interpolation.

For demonstration purposes, an example of incorporating
an XpatchT result into Irma is shown in Figure 7. The
frequency was set to 35 GHz, the sensor is located at
6 =70° and ¢ = 90°, and only one bounce is used. The
external SAR image was obtained from an XpatchT run.
This was then incorporated as the top tank in the final
image. For comparison, the bottom tank in the image
was calculated by Irma with target oversampling.

External SAR i

Irma SAR Image Final Image
Figure 7. Demonstration of the process of incorporating
an external SAR image into Irma. The external Ka Band
SAR image of a tank was computed by XpatchT. The
lower tank image was computed by Irma.

42

PULSE-DOPPLER AND RANGE PROFILE
ENHANCEMENTS

In addition to the SAR modeling capabilities of Irma, the
radar channel also has both pulse-doppler and range-
profile sensor capabilities. The primary purpose of the
pulse-doppler mode 1is for modeling air-to-air
engagements. As in the SAR mode, the targets and
clutter features are described by specifying their location,
orientation, and scattering properties. In addition to these
properties, the velocity (translational and rotational) of
all moving targets is specified. The sensor is specified by
its position, orientation, frequency, resolution, antenna
pattern, noise characteristics, and translational velocity.
The imaging scenario is illustrated in Figure 8.

Pastotn e vog ot
o panct
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Freqsescy

/:-

Figure 8. Range-doppler modeling scenario.

Grosad Clatter

The range-doppler maps are created by first rendering
the scene. The range to each pixel is determined along
with its relative radial velocity with respect to the sensor.
These two quantities determine where the signature will
get mapped in the radar image. The received power is
then determined using the radar range equation and
accounts for the range to the target, the pattern, gain, and
polarization of the sensor, atmospheric and other loss
factors. The primary output of this sensor mode is a
range-doppler image or map where the values in this
map represent the received signal power. For illustration
purposes, a pulse-doppler map is shown in Figure 9 and
contains target, clutter, and noise effects.




Figure 9. Pulse-doppler image of a scene containing both
a target and clutter.

The intended purpose of the range-profile capability in
Irma is to model air-to-ground radar guidance and
fuzing. In a fuzing scenario, a sensor guides a weapon to
the target, and a proximity fuze detonates an explosive
warhead when the weapon reaches the planned position,
range, or altitude with respect to the target. As the
munition closes on the target, a range is reached at which
far-field scattering conditions no longer apply. In the
near-field region, the phase of the incident field is no
longer planar, the range is not constant over the target,
and the antenna pattern varies over the target scene. As
the sensor transitions from the far-field region to the
near-field region, the peak RCS is typically reduced, the
nulls are not as deep and the sidelobes are higher.

In performing the fuze calculations, as with the pulse-
doppler computations, the sensor is modeled with an
arbitrary antenna pattern. This pattern is described by
the magnitude and phase of the Ey and E, components of
the electric field radiation pattern as a function of 6 and ¢
in the antenna's local coordinate system.

For illustration purposes, a synthetic range profile of a
simple target on a grass background is shown in Figure
10. In this scenario, the Ka-band sensor is positioned
50 m from the target at an elevation of 30°.

Title:

Creator:

pearps

Preview:

This EPS picture was not saved
with a preview included in it
Comment:

This EPS picture will printto a
PostScript printer, but not to
other types of printers.

Figure 10. Synthetic range profile produced by Irma.
SUMMARY

Irma is a mature multi-sensor signature prediction code.
This paper has outlined the status of the Irma radar
module with its recent enhancements and presented
example SAR imagery, pulse-doppler maps and range
profile signatures. These results serve to demonstrate the
wide range of scenarios for which Irma can be utilized.
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ABSTRACT

Mechanical Desktop, a solid modeling program from
AutoDesk, offers engineers a powerful environment for
designing ground combat vehicles. To predict the radar
signatures of concept vehicles created in Mechanical
Desktop, the geometry and material properties of the
vehicles must be fed into Xpatch. Mechanical Desktop,
however, lacks an output file format that is directly
useable by Xpatch. In this paper, we discuss the problems
associated with converting Mechanical Desktop files into
a suitable facet format, and we present a procedure for
carrying out the conversion. Moreover, we describe new
software required to perform a key step in this conversion.
The conversion of an example of Mechanical Desktop
solid models illustrates the procedure and the new
software.

INTRODUCTION

At the U.S. Army Tank-automotive and Armaments
Command (TACOM), engineers in our team use the
commercial computer aided design (CAD) program
Mechanical Desktop to design ground vehicles as 3
dimensional solids. Mechanical Desktop, a product of
AutoDesk, offers the vehicle designer a host of features to
facilitate the design process and to produce useful output.
For example, Mechanical Desktop can transform a solid
model into a fully dimensioned AutoCAD drawing for use
in the machine shop.

If we could use this geometric description to predict a
vehicle’s radar signature with Xpatch, then we could
avoid the time and labor required to duplicate manually
the description of the vehicle. Moreover, using the same
geometry description would ensure precise configuration
control. Mechanical Desktop, however, does not produce
a geometry file that can be fed directly into Xpatch to
predict radar signatures.
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In this paper, we present a procedure to solve this
problem by using a combination of commercial and
custom software to convert Mechanical Desktop output
files into facet files for input to Xpatch.

CONVERSION PROCESS

Figure 1 illustrates the overall relationship of the
programs involved in the conversion process. First,
Mechanical Desktop creates the vehicle geometry and
exports it as an IGES file. The commercial program
Rhino imports the IGES file and exports it as an OBJ file.
And, finally, the custom program OBJ to Facet Converter
creates the facet file suitable for input to Xpatch.

Rhino, a product of Robert McNeel and Associates
(www.rhino3d.com), specializes in the creation of 3
dimensional objects represented as non-uniform rational
B-splines (NURBS). But we chose Rhino for this
conversion process because it supports a wide range of
mput and output formats.

Roger Evans wrote the OBJ to Facet Converter, the other
key program in the conversion process, in C and Borland
C++Builder to run under Windows. The program can be
either command line driven or launched from a Windows
graphical user interface. Computer memory sets the only
limit on the size of the files that can be converted.

To handle the assignment of material codes, the user must
split a vehicle into separate files for each material. Figure
2 illustrates the process of converting the separate files
and recombining them into an Xpatch vehicle file.




DTANK: AN EXAMPLE OF THE
CONVERSION PROCESS

The conversion of DTANK, an example geometry,
highlights the features of the conversion process. Figure 3
shows DTANK in Mechanical Desktop, where Dr. David
Hansen created the geometry for this paper. The name
derives from David’s Tank. The colors of DTANK
represent different materials, each of which will be
converted separately. From Mechanical Desktop,
DTANK is exported as IGES files.

In Figure 4, Rhino displays DTANK after the IGES files
have been imported. At this point, DTANK is still
represented as solid objects. To export the DTANK files
as OBJ files, the user can control meshing with a simple
slider, Figure 5, or the user can choose detailed meshing
parameters, Figure 6. The meshing parameters can have
major effects on the number and shape of the facets. For
example, the result of selecting different values for the
Max. Angle meshing parameter is displayed in Figure 7.

The next step is to run OBJ to Facet Converter, Figure 8.
Note that the user has the option to assign an Xpatch
material number to the entire file. A dialog box, Figure 9,
reports on the results of the conversion.

The separate material facet files must now be combined
into a single vehicle file. The files can be combined either
in one step by the Combiner program written for this
paper, or the files can be combined in several steps, two
files at time, by the file combining program packaged
with Xpatch. The result of the combining is a single
vehicle facet file with components labeled with the proper
Xpatch material number, Figure 10.

The file is now ready for input to Xpatch. Figure 11
shows a synthetic aperture radar image of DTANK
generated by Xpatch from the converted file.

CONCLUSIONS

The process described here can convert geometries
created in Mechanical Desktop into Xpatch compatible
facet files. Presumably, this same process could be
applied to IGES geometry files created by other CAD
programs.

Future improvements might include removing internal
facets. Additionally, better techniques are needed to deal
with small parts such as bolt heads.
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Conversion of Files

Figure 1. The process of converting a file from Mechanical Desktop to Xpatch.

Material Properties

Figure 2. Parallel conversion of components of different materials.

46




Mechanical Desktop

Be 8 Yo bt Doipr Owevwel Mody fuime Pui Amenily Doag e

ols|el 75 For 3 [ ) [—— 2 =) iR 1)

ey e || 2
&
®
[
[
&

Target: 0. TANK 19,9052, 2015254 200D MO0EL TRE

T |

Figure 3. DTANK in Mechanical Desktop.

IGES File Imported into Rhino

Figure 4. DTANK imported into Rhino.
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Export File as OBJ File
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Figure 5. Simple control of meshing parameters for OBJ file.

Detailed Control of Meshing

Figure 6. Detailed control of meshing parameters for OBJ file.
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Roadwheel Meshed With
Max. Angle Set at 20 and 40
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Figure 7. The result of 2 values of the Max. Angle meshing parameter.
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Run OBJ To Facet Converter
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Figure 8. Dialog box to run the OBJ to Facet Converter.

Results of Conversion

Figure 9. Report on the results of an OBJ to Facet conversion.
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[nt Sinele Vehicle Fil

Figure 10. The converted vehicle facet file displayed in Xpatch’s viewer.

Synthetic Aperture Radar
Image Predicted by Xpatch
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Figure 11. Output from Xpatch generated from the converted vehicle file.
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ABSTRACT

In analysis efforts this author has participated in
over the last few years, over 60 percent of total effort was
spent on the production of a reasonable and accurate mesh
for analysis. A comparison (production times and electro-
magnetics) of fast automeshing triangles (higher element
counts and longer analysis run times) with reduced
element count models using additional primitives (longer
mesh preparation time and reduced analysis run times)
would be of interest. The target will be a truncated
pyramid with quarter wavelength cracks, fastener bumps
and weld beads. The approach involves first, an automesh
using only triangular elements, and second is a semi-
automated mesh using quadrangles, cylinders, cones,
elliptical plates, ellipsoids and paraboloids as well. The
analysis, accomplished using NRL’s Radar Target
Signature (RTS), is comprised of full azimuthal runs at
two elevations in a free space calculation at a frequency in
the millimeter wave region. Mesh generation times and
analysis run times will be compared to determine total
production time tradeoffs. The key questions are: will the
use of additional primitives be faster and if so, are the
results comparable? If this investigation yields
significant results the next question would be, can these
results be scaled to full size vehicle targets on the 100,000
to 1,000,000 element range?

INTRODUCTION

Creation of a suitable closed surface model from
CAD models employing combinational solid geometry
and parasolids is a time consuming task. Some of these
models have a different primary purpose from that of
observables. For example, determining space reservation
and interference, as well as weights of modeled objects
may help other design considerations, but they are excess
baggage in observables analysis. Geometric entities do
not always have concise intersections and intersection
edges have to be derived, sometimes with great difficulty.
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Observables Analysis is concerned with the
exterior surface only. For example, (RTS) requires closed
surface geometry defined by points in 3 dimensions and
elements defined by these points. The process was
initially refined about five years ago with the
development of Pre-RTS, a CAD (really Finite Element)
to POLY file (RTS Input file) geometry translator. It
takes a PATRAN Neutral File and produces a
POLY.DAT file. Naval Sea Systems Command uses
Intergraph’s Finite Element Modeler (I/FEM) to produce
a PATRAN Neutral File. Standard practice was to create
mesh, because much source geometry was just a wire
frame definition and the desired output was a finite
element mesh. Because there was no need to create a
CAD Model only the geometry needed to create a mesh
was constructed. However, this process is very time
consuming so faster, more accurate approaches are always
being investigated and implemented into the modeling
process. Final validity in the X-Windows Radar Analysis
Tool (XRAT) and the successful completion of XPT and
TDI (two preparation modules of RTS) are the driving
factors.

When RHINOCEROS (RHINO), a Non-
Uniform Rational B-Spline (NURBS) modeling
environment, with a user-friendly fast automesher, which
uses tri and quad elements, was proposed as a way to
automate the process because it had a more versitile IGES
geometry interpreter, it was decided that its use in the
process should be investigated. The following sections
are a description of the modeling and analysis process
with a final section of observations on the pros and cons
of each approach.




MODELING

Figure 1

The basic model, shown in Figure 1, started as a
rectangular cube. The sides were trimmed to be 20
degrees positively sloped, or so their surface normals
were 20 degrees above the horizon. The rear face was
sloped positively 10 degrees and the front face was sloped
30 degrees. The cube was then trimmed again to round off
three of the top edges (sides and back).

A mismatch resulted at the rear corners because
the sides and back had different slopes. Consequently,
the trimming of the back top edge had a longer arc length
than the sides, introducing a splinter triangle element to
make up the difference (the gray highlighted element as
shown in Figure 2.) and leading to meshing errors with
the auto mesh.

Figure 2.
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In the interests of time a compromise was done.
The side arcs redefined the back surfaces and the side flat
faces include the splinter in a new larger quad. This
example shows that, even with the latest methods of
automatically extracting surfaces and automeshing, the
underlying CAD geometry sometimes needs to be fixed.
This raises the question of how much one can trust these
automatic methods.

Four different types of hatch entities were added
to the model. In clockwise order starting at the lower left
in Figure 3: a stand-off door with a quarter wave length
stand-off crack, a raised door with a double curved
conforming edge, a depressed door with a single curved
edge, and a conformal door with a quarter wave length
wide and deep gap. Next the front face was then extended
to include two polygonal entities, the left one with both
positively and negatively sloped sides and the right one
with just negatively sloped sides. The new front face did
not have a rounded top edge. Fastener features were then
added in three sizes; quarter, half and full wavelength and
two major types; hemi-spherical, and conical. Finally
there were two weld bead entities, one with a half circle
cross section and the other a flatter arc where the length
of the mid-radius is half that of the end points.

—
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Figure 3

Two view port shapes were then added to the
front of the model as shown in Figure 4. Additional
horizontal surfaces were added to the bottom edge to
replicate interaction of the model with the ground on
which it sits.



Figure 4

A traditional Finite Element Model was then
produced in VFEM using additional primitives, partial
cylinders and cones. A PATRAN neutral file was output
from VFEM. Pre-RTS checked and translated into a
POLY.DAT file. Finally, it was checked in RTS by XPT
and TDI modules, multibounce sequences were generated
by Multi-Scatterer Generator (MSG) and analyzed by
SCP modules in full azimuth cuts at 32, and 60 degree
elevations.

While the first model was undergoing analysis,
the second model was being produced. An IGES model
was first exported to RHINO. All the surface entities
were then joined together to make a complete closed
surface. This was meshed and exported as a Virtual
Reality Modeling Language (VRML) model.  This
VRML model was transiated into a PATRAN Neutral File
and brought back into /FEM to check for validity. Of
note, the automeshed model was found to have a few
problems. First, the initial mesh density was too high
causing the creation of numerous splinter shaped tri
elements. Second, even though RHINO seemed to handie
the surface geometry as one complete surface when it was
meshed, there were duplicate nodes at surface entity
edges. After several attempts at lowering the mesh
density, only one splinter tri remained which was
remeshed manually.

Taking all things into account, the use of
RHINO to create the mesh was faster and easier. There is
somewhat of a learning curve, but far less than with most
CAD or 3D drawing packages. It is by no means a FEM
environment, but it is so fast that doing things over
doesn’t take long. In the final analysis, automeshing has
gotten smart enough to be faster and more efficient than
manual meshing methods.

ANALYSIS

The analysis phase is where the advantages of
additional elements supported by RTS begins to pay off.
RTS is made up of several modules divided into three
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groups: target file preparation, signature calculation and
post processing. Even with a valid geometry definition,
there is still a great deal of runtime before any
calculations can be done. The muiti-bounce scatterers
must be determined using the MSG module. On full-scale
models this can take weeks of runtime. The advent of fast
workstations has reduced this somewhat, but RTS is
always trying to reduce runtime. It is a central feature of
its design. Comparison between the two models
demonstrate this in Table 1:

Model Type Manual Mesh Auto Mesh

Element Count | 437 5689

Max Freq. 100 Ghz 100 Ghz

Threshold -80dBsm -30dBsm

# of Bounces 17 8

MB Scatterers 41812 65422

MSG Runtime 14.5 hours 1.1 hours
Table I

There seems to be a vast difference in runtimes
but the automeshed model ran for several hours with a
threshold of —50 dBsm and did not even get through three
bounces, an indication that lowering the threshold would
make the MSG runtime too long. So it was raised back to
—30 dBsm for this analysis. The manually meshed model
ran through several MSG calculations in a matter of
minutes. This final run was left to run overnight for the
evaluation of 17 bounces. Note that the multi-bounce
sequence counts are about the same magnitude.

Results are comparable in that the peaks overlay
quite well and the mean and median values are well
within acceptable limits of each other. There are
additional peaks in the automeshed model probably
caused by the facetization of the curved top edges. The
manual meshed model seemed to have lower troughs
between the peaks.

The Signature Calculation Process Runtime Table
follows:

Model Type Manual Mesh Auto Mesh
1800 calc points | 278.35 sec 1294.29 sec
450 calc points | 80.2 sec 330.21 sec

Table 2

These runtimes indicate the advantage of using
additional primatives in RTS. Both types of models were
completed in a matter of minutes, and have been
demonstrated to be scalable using RTS primatives. A 90k




viewable element model with an 8 bounce sequence file
completed a single elevation 360 degree azimuth in less
than 18 hours or overnight on a single processor DEC
Alpha PC. If faster times are required, multiple machines
could be used and the runtimes reduced accordingly.
Additional processors could be used to make the
automesh models useful too, but the process would be
slower than analysis of a manual meshed model.

SUMMARY

The results indicate that although automeshing is
a faster method to create a valid closed surface mesh, the
increases in analysis runtime do not balance out the saved
time. Also, there are trade-offs: more care must be taken
to ensure that the surface to be automeshed is correct, that
no cracks or discontinuities exist, that it is all joined
together properly, and duplicate nodes removed.
Automeshing may be practical for a small object or group
of objects, but scalability for larger, more complex
models does not seem to be practical. The resulting
increase in element count automeshing incurs increases
run times for MSG and SCP modules of RTS, making the
use of automeshing to support design impractical.

Manually meshed models still enjoy the
advantage of keeping element counts low. With the
development of addtional primitives like 6 and 8 noded
doubly curved elements, RTS should be able to handle
rapid analysis in support of the design process. RTS is
continuously enhancing its capabilities, particularly in the
area of analysis. The upcoming ability to display results
as real color levels on displayed models in XRAT is due
in the next release. Work is ongoing to include cylinders
and cones in multibounce sequences.
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ABSTRACT

In the production of CAD models suitable for
computational electromagnetics analysis, it is important to
determine the required level-of-detail (LOD) and level-of-
resolution (LOR) of the models for accurate signature
synthesis. To help determine these requirements for high-
frequency analysis, models of five ground targets were
generated with varying levels of detail and resolution.
Synthetic images were produced at numerous elevation
and azimuth angles from scattering centers and were then
compared to measured SAR images using an automated,
quantitative image comparison technique that includes
image segmentation, resampling, scaling, and filtering.
Error metrics are presented for a variety of cases, and a
simple ATR application is also shown for the varying
LODs and LORs

At lower frequencies, the Fast Illinois Solver Code
(FISC), an industrial-strength code that employs the
method of moments and the Multilevel Fast-Multipole
Algorithm (MLFMA), was used to solve the scattering
problem for complex targets with up to hundreds of
thousands of unknowns. The characterization of complex
ground targets for various LOD’s using FISC at
frequencies of 1 GHz and below will be presented. Insight
into FISC and the use of the MLFMA for geometries with
larger numbers of unknowns will be provided.

INTRODUCTION

Science Applications International Corporation (SAIC)
supports the Virtual Target Program with the
development and characterization of physically realistic
computer-aided design (CAD) models, or virtual targets.
The program is sponsored by the U.S. Army Simulation,
Training and Instrumentation Command (STRICOM),
Program Manager for Instrumentation, Targets & Threat
Simulators (PM ITTS), Targets Management Office
(TMO). TMO is addressing the requirements for
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simulation-based acquisition, test and evaluation, and
training by producing virtual targets that possess enough
fidelity to synthetically replicate the electromagnetic
characteristics of real threat targets across a broad
frequency spectrum. However, the question of “how
much fidelity is enough?” has never been addressed. The
required fidelity is dependent on a number factors to
include the frequency of interest, required data resolution,
and the simulation software used to generate the synthetic
data. The study described here provided an initial
assessment of the required virtual target fidelity for
specific, but common applications that span the radio
frequency (RF) spectrum from 150 MHz to 10 GHz [1].

BACKGROUND

An important aspect of a weapon system assessment is its
radar cross section (RCS). It has been demonstrated that
accurate, cost effective RCS analysis can be performed on
threat systems using high-fidelity CAD models and
computational electromagnetic (CEM) codes to create
synthetic radar signatures. To date, most of the emphasis
has been placed on high-frequency signature analysis
including frequencies in the S-band region or higher.
However, an area of growing interest is the low-frequency
(LF) response of these systems, which can vary
significantly from the high-frequency response.

Most CEM codes can be characterized as using either a
"low-frequency" or "high-frequency" approach. In this
context, low and high frequency refer to the electrical size
(i.e., the size in wavelengths) of the object of interest. The
CEM algorithms in these two regimes are quite different.

For example, asymptotic techniques work well in the
"high-frequency" regime where targets are electrically
large. For these size targets the scattering mechanism is
primarily a localized phenomenon where the induced
currents at a given location are not significantly
dependent on induced currents elsewhere on the target.




The resulting CEM solution, with methods such as the
Physical Theory of Diffraction (PTD) and the
Geometrical Theory of Diffraction (GTD), is thus
decoupled. The required run time is more affected by the
number of required aspect samples rather than by the
number of frequency samples.

Conversely, codes employing Method of Moments
(MoM), Finite Element, Finite Volume, and other such
algorithms provide “exact” solutions to the scattering
problem but are typically limited by memory
requirements and computation time. Therefore, these type
codes are generally used for electrically smaller targets.
Scattering from these size targets is primarily a global
phenomenon where the induced currents at a given
location can significantly depend on the induced currents
elsewhere on the target. MoM techniques require the
solution of coupled integro-differential equations where
the required run time, in contrast to the high-frequency
methods, is more affected by the number of required
frequency samples than by the number of aspect samples.

Facetization and level-of-resolution create even more
distinction between "low-frequency" techniques and
"high-frequency” techniques. For  high-frequency
analysis, facetization requirements exist in order to
accurately represent curvature with respect to wavelength.
For low-frequency analysis, facetization requirements are
needed to accurately represent the variation of the induced
currents and usually have strict limits on how much
facetization is needed based on the operating wavelength
and the target size.

All of these parameters have a direct impact on the
required fidelity of the virtual target. At higher
frequencies, small details become more important as the
frequency increases, while at lower frequencies, the
overall dimension and shape of the major features have
greater  influence in  obtaining accurate RCS
characterizations.

HIGH FREQUENCY ANALYSIS

In the generation of high-fidelity CAD models, two key
issues arise. First, there must be a determination by the
modelers concerning whether or not an individual feature
should be modeled. This criterion is referred to as feature
existence or level of detail (LOD). Second, when a feature
is modeled, the modelers must determine what facet
density to use to properly represent the feature curvature.
This criterion is the level of resolution (LOR) parameter.

The answer to these issues is based upon the ultimate
use of the models and of any data generated from the
models. In the context of this study, the models are to be
used for synthetic clectromagnetic signature generation at
X-band. The conclusions reached in this analysis are
therefore dependent on the application for which the
models and any subsequently generated data are used.

The geometric modeling criteria used during the
generation of a model are dependent on a number of
conditions. Since electromagnetic scattering inherently
depends on the size of features in terms of wavelengths,
the frequency of operation of the radar is an important
factor to consider. The form of the data, whether it be
total RCS, range profiles, or synthetic aperture radar
(SAR) imagery also plays a part. Resolution parameters
for these data formats also play a significant role. Finally,
the processing steps used to operate on the data also affect
the conclusions.

This study was designed to be as comprehensive as
possible with the current state-of-the-art in CAD
modeling and electromagnetic signature generation. Five
ground targets, the BTR-70, M-3, M-35, T-72, and ZSU-
23/4, were chosen for this study. As an example, a
photograph of the ZSU-23/4 used during the measurement
process and an image of the baseline virtual model are
shown in Figure 1. The highly accurate, physically
representative geometric models of these targets were
configured according to different LODs and LORs.
Signatures were at numerous elevation and azimuth

Figure 1. ZSU-23/4 and corresponding CAD model
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angles. All of this data was compared to measured SAR
imagery using various signal processing techniques.

Data Generation Tools

As noted above, most CEM codes can be characterized as
using either a “low-frequency” or “high-frequency”
approach. The parametric analysis presented in this report
examines the fidelity requirements using both approaches.
For the high-frequency analysis, all of the synthetic
signature generation was performed using the Xpatch
(version 2.7) suite of prediction software tools.

Xpatch is used predominantly in high frequency RCS
computations where the RCS can be calculated using
asymptotic approximation techniques such as Physical
Optics (PO) and PTD. In conjunction with PO/PTD,
Xpatch determines where energy is incident on the target
and how energy from one point on the target interacts
with other points (multi-bounce) by employing a ray
tracing technique called “Shooting and Bouncing Rays”
(SBR). In addition to multi-bounce, SBR also provides
Xpatch with a convenient way of determining the
shadowing of one portion of the target by another.

Xpatch does not, however, account for higher order
scattering mechanisms such as traveling or creeping
waves. These higher order effects provide little
contribution to the RCS at the higher frequencies, but
become major contributors as the targets electrical size
decreases. In addition, the modeling of non-conducting
materials poses difficulties for all high-frequency
asymptotic computational electromagnetic analysis codes,
including Xpatch. Fortunately, the RCS of most ground
targets is dominated by the specular returns of large
metallic features, such as hulls and turrets. It has been
demonstrated  through measured-to-synthetic  data
comparisons that removal of non-metallic materials does
not have an appreciable effect on the predicted RCS data
for these targets. Therefore, to minimize run times all
non-metallic materials were removed from the targets
included in this task.

Level-of-Detail Configurations

Electromagnetic scattering is significantly dependent on
the frequency of the radar. Targets, and the individual
features composing the target, produce different scattering
mechanisms depending on the size of the features with
respect to the associated wavelength. Furthermore, the
path-length relationships between scattering locations,
and thus the complex summation of the scattered fields, is
affected by the frequency. The task at hand is to
determine what LOD is necessary, at the particular
frequency of operation, for accurate signature generation.
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Another significant factor in determining the required
LOD for a given accuracy is the format and resolution of
the measured data that the synthetic data is required to
replicate. For this analysis, the measured data is in the
form of SAR data with approximately 8 by 8 inch pixels.

Some additional qualifications must be made, however.
Previous studies have indicated that although the
scattering values from electrically-small features is
somewhat suspect, these contributions can be vital to the
target signature if these scattering mechanisms are the
primary contributors in a given range bin (for range
profiles) or in a given range/cross-range location (for
SAR images) [2]. This phenomenon is more prevalent for
air-targets, such as missiles, than for ground targets.

A number of different criteria, such as surface area,
volume, and maximum dimension, may be used to
generate the LOD variations. Surface area was ultimately
chosen because it is generally more indicative of the level
of scattering than the other criteria.

Based upon the results of a previous study that identified
the signature differences for ground targets with respect to
synthetic baseline data [3], LOD levels for the current
study were set at surface areas of 5, 10, 50, 100, 250, 500,
and 1000 square inches. Thus, the 5 square inch LOD
configuration, designated by LODO000S, was generated by
removing all of the features with a surface area less than 5
square inches from the baseline model. This process is
quickly performed in SAIC’s ModelMan software
environment, which has a feature that automatically
identifies which parts should be toggled off based upon a
user-defined setting of the computed surface area. As an
example, the LOD0100 variation is shown in Figure 2,
and the parts that were removed from the baseline model
in order to generate this variation are shown in Figure 3.

Level-of-Resolution Configurations

For the accurate generation of electromagnetic scattering
at high-frequencies, it is also necessary to properly
represent the surface curvature in the model. The term
level-of-resolution is used to identify the different
amounts of facetization on curved surfaces.

The accuracy in representing a curved surface is
dependent on the radius of curvature. The smaller the
radius of curvature, the greater the necessary facetization
to accurately represent the curved surface. At one extreme
is a flat plate, which has an infinite radius of curvature.
For high-frequency scattering models, only two-triangular
facets are often used to model flat plates.




Figure 3. Parts removed for LOD0100

However, the local radius of curvature (which in general
is a function of position on the surface) is a property that
is often not readily available in the model. Some
facetization algorithms can use a parameter related to
radius of curvature, such as chord deviation tolerance,
however this is neither universal nor is it the only
parameter within meshing algorithms. Thus, an
appropriate criterion for LOR variation is more clusive
than for LOD variation.

After considerable effort in using various combinations of
available parameters to define an LOR criterion, it was
noted that the original facetizations of the target features
inherently contained a reasonable consistency with
respect to facetization. This consistency occurred because
the CAD modelers instinctively adjusted the meshing
parameters to produce features with similar facetization
levels with respect to curvature as noted by a visual
inspection. Thus, it was determined to used percentage
reductions in the facet count of the baseline feature as the
LOR criterion. The LOR reduction levels were set at
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87.5%, 75.0%, 62.5%, 50.0%, and 37.5%. The model
variations are designated by the names LORS87S5,
LOR750, LOR625, LORS500, and LOR375, respectively.

Due to previous experience in reducing the facetization
level [4], where relatively large errors in the signatures
were noted, a very strict visual inspection of the new
surfaces was performed. If the resulting surface was
noticeably displaced at a given reduction level, the facet
reduction for the part was stopped at the previous step.

Thus, the five LOR configurations were generated for
cach of the five targets using this procedure. As an
example, the LOR variations for the T-72 turret are shown
in Figures 4 and 5.

Figure 4. Baseline for the T-72 turret

Figure 5. The LOR375 variation

Analysis Methodology

The methodology used to generate the SAR validation
and comparative metrics that were implemented in this



study is now discussed. This process has the desired
properties of being automated, repeatable, and modular.

Each measured image is operated on in turn. In order to
replicate a typical image processing system, the image is
first converted (or mapped) to an integer-valued one with
pixel values ranging from 0 to 255. The measured image
is then segmented to remove the target from the
background noise. As the measured data for this study did
not have uniform pixel sizes from image-to-image, the
segmented measured image is then resampled to provide
an image with the same pixel dimensions as the synthetic
data. Finally, this result is then low-pass filtered.

Because the XpatchT data is in complex scattering matrix
form, the complex-valued candidate synthetic SAR image
is first converted to a real-valued image with linear units.
This image is then converted to dBsm via a logarithmic
transformation, and then to an integer valued one. The
synthetic image is then low-pass filtered. In order to
account for offsets between the measured and synthetic
data sets, the measured and synthetic images are then
equalized by equating the means of the pixel magnitudes.

Before applying the metrics, however, the two images are
shifted over various combinations in both the horizontal
and vertical directions. This process accounts for the lack
of registration between the measured and modeled
images. Thus, the metric is used to evaluate the
comparison at the various shifts, and the best comparison
over all possible shifts is retained as the best error metric
for that candidate image.

The remaining candidate synthetic images are then each
evaluated with the measured image. The candidate
synthetic image with the smallest error metric, i.e., the
best matching score, is identified as the best match. The
process is then repeated for each measured image. After
looping over all the measured images in an elevation set,
mean metrics are computed by averaging the metrics over
azimuth.

High Frequency Analysis Results

As previously discussed, the LOD variation study
consisted of a baseline geometry model for each of the
five targets (BTR-70, M-3, M-35, T-72, and ZSU-23/4),
plus seven LOD variations for each target. Scattering
centers were produced on each of these 40 models at a
variety of elevation and azimuth angles. SAR images
were then computed at 1° steps in azimuth at the three
elevation angles of interest (17°, 29°, and 46°). The
images in each 5° azimuth window were averaged in
order to produce an image template at 5° steps in azimuth.
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These synthetic image templates were then compared to
the measured data.

The correlation error for each measured-to-synthetic
comparison was computed, and the lowest error was
stored for each measured image. The average CE over all
measured azimuths was then determined at each elevation
angle. These average correlation errors are thus the
average ecrrors for the approximately 275 measured
images at each elevation angle for each target.

The original criterion for producing the LOD variations
was surface area which has units of length squared. By
inspection of the data, it was determined that it was more
useful to use a linear length criterion for plotting
purposes. Thus, the concept of equivalent side length
(ESL) was generated. The ESL is defined to be the length
of a side of a cube with the same surface area as the

modeled part, or
ESL= /E,
6

where S4 is surface area of the equivalent cube. The ESL
axis is also scaled in terms of wavelength. This
formulation allows the analyst to think in terms of the
removal of parts based upon the length in wavelengths,
instead of the surface area of the part, which is a less
intuitive parameter.

The individual CEs at each azimuth angle (for each LOD
variation at each elevation angle) were also compared to
each other to determine which modeled target produced
the lowest CE. These predictions over the approximately
275 measured images at each elevation angle (for each
target) were then used to create a confusion matrix which
identifies the percentage of cases in which the algorithm
predicted that each target was present. Figure 6 illustrates
the overall average of correct identification for all models
over each elevation.

As seen in the figure, the percentage of correct
identification begins to degrade significantly as the size of
the parts removed becomes greater that 3 ESL, or 3
wavelengths on a side. This general trend was noted in all
models.

The LOR variation study did not produce similar trends in
the metric scores. In retrospect, the use of only a small
number of scattering features and the strict refacetization
criterion resulted in no noticeable change in the CEs and
the corresponding identification percentages. These LOR
reductions reduced the overall facet count of these models
by approximately 20% for the lowest LOR level.
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Figure 6. LOD study results. Average correct
identification percentages for all targets versus the
equivalent side length of the components removed.
LOW FREQUENCY ANALYSIS

For the low-frequency analysis, the synthetic signature
generation was performed using the Fast Illinois Solver
Code (FISC). FISC employs the method of moments
(MoM) technique and the Multi-Level Fast Multipole
Algorithm (MLFMA) to solve for the induced currents on
the surface of the target which is described by a triangular
facetted mesh. The fast multipole method is an efficient
way to perform matrix-vector multplies whereby the field
at each of the vertices of the triangular mesh, due to every
other point on the target, is calculated for all the vertices
comprising the target surface definition. Unlike high
frequencies, low-frequency electromagnetic energy
penetrates thin non-metallic materials making them
appear to be totally transparent. Therefore, for
consistency and to keep the run times at a minimum, all
non-metallic parts were also removed from the low-
frequency targets prior to generating the synthetic RCS
data.

The low-frequency parametric fidelity analysis was
accomplished by first creating FISC compliant CAD
models from two baseline high-fidelity virtual targets.
Three different baseline FISC models were created to
support the mesh requirements across the low-frequency
spectrum. The fidelity of these baseline targets was then
varied and synthetic RCS data was generated for each
fidelity variation. Unfortunately, no useable measured
data was found to perforrn measured-to-synthetic data
comparisons. SAIC did make several requests for
measured data and actually received low frequency
measured data collected in support of the Defense
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Advanced Research Projects Agencies Foliage
Penetration (FOPEN) program. However, the data had
been preprocessed and was unusable for this effort.
Therefore, each fidelity variant was compared to its
baseline FISC compliant model for the specific frequency
of interest.

CAD Model Design

The facet mesh requirement presents a difficult challenge.
FISC requires the model to have matched edges due to
how the MoM technique determines the electromagnetic
interactions. To accurately represent a complex geometric
model, the curvature of the surfaces of the model must be
maintained. Without the representation of curvature, the
model visually appears blocky and can produce
anomalous RCS values. Since the wavelength in the low-
frequency region is large, smaller parts on the model can
be eliminated, reducing the complexity of the model. The
model must be fitted with a uniform mesh that is specific
and “optimum” for the frequency being tested. In other
words, for each frequency band within the “low-
frequency” region, a new model must be developed with a
mesh that is specific to that frequency band. If the model
being used by FISC is determined to have a facet
maximum edge length greater than the user specified
accuracy requirement, then FISC will automatically re-
discritize the surface of the model. It does this by sub-
dividing the original facets to the point that the maximum
edge length parameter is satisfied. Allowing FISC to
perform this action may only be valid if the model is used
within a small frequency deviation from what the model
was built because the curvature of the surfaces is not
updated as it remeshes the model.

Building a new complex model for each frequency band
is a non-trivial problem. If the model was originally built
using a single, advanced, solid-modeling computer-aided
design (CAD) package, e.g., AutoCAD, the surfaces can
be welded together and the resultant solid model can be
exported to another program to generate a uniformm mesh.
If the model exists only in a facet representation, then the
problem becomes complicated in that the surfaces cannot
be extracted directly from the model.

To approximate the surface of the model in an automated
fashion, a concept was developed that implements
volumetric techniques. To accomplish this, the space
containing the input geometry is voxelized, or quantized,
into cubes whose size is determined by the input edge
length. This voxelization is simply a structured point set
bounding the input geometry. The vertices of the
voxelized space are assigned values that record the
distance from that voxel vertex to the underlying input
geometry. All distances are positive. Because of the
quantization of space, you cannot record signed distances.




This leads to separation in parts having thin or small
areas. Using the “Marching Cubes” algorithm, an
isosurface is extracted from the structured point set. A
contour value must be specified. Since all scalars are
positive, you cannot extract the zero surface, which
corresponds closest to the underlying geometry. Instead,
you must specify a contour value of at least the size of a
single voxel. This generates geometry that is offset from
the underlying geometry. A positive side effect of this is
that disjoint components in close proximity (no more than
the offset apart) to one another in the input geometry are
combined. The *“Marching Cubes” algorithm tends to
create some facets with short edges or with an
unacceptable aspect ratio. To overcome this, the
geometry's point coordinates are adjusted using Laplacian
smoothing. This relaxes the mesh and makes the facets
better shaped. Using the ModelMan software, you can
check the compliancy of the resulting FISC model.
ModelMan will report min edge length, max edge length,
max/min edge length ratio, min aspect ratio, max aspect
ratio, and average aspect ratio. To use the program, the
user needs only to have a facet representation of the
geometry. The user may pick the maximum edge length
as input to the code. This code, called FISCulator, was
used to develop the 1000 MHz models of the ZSU-23/4
and the T-72 [5].

FISC Parameters

As with any code, production parameters can be set to
balance the quality of the results versus computer
resource requirements. In this case, relaxing the accuracy
of the EM solution will lower resource requirements,
which will allow for a realizable solution. Two of the
FISC parameters of most importance are the maximum
edge length and the solution method. The maximum edge
length is defined such that a particular fraction of a
wavelength will be present across the edges of the facets,
i.e., many edges comprise one wavelength. The maximum
edge length must be chosen correctly to obtain accurate
RCS values. The consequence of this parameter is
twofold; first, the geometric model must be conformed to
this specification, which becomes prohibitive at higher
frequencies; second, the CPU and memory requirements
are increased because of the number of unknowns
developed due to a higher number of facets on the model.
If the number of wavelengths across the edge is too large,
then the accuracy of the RCS will degrade. As the number
of wavelengths becomes small, the memory requirements
rise, and can realistically approach 3 GB or more. For the
purposes of this study, it was determined that a maximum
edge length value of 0.2 wavelengths would be sufficient
to maintain a reasonable RCS while controlling memory
requirements [6].
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The solution method involves the method by which the
matrix developed by the code is solved. Solution
techniques include an LU Decomposition method, an
iterative method using the full matrix, and the Multilevel
Fast-Multipole Algorittm (MLFMA) [7]. Using LUD, the
full matrix is used and the entire data matrix must be
stored in memory. For smaller targets, this method is
preferred because the matrix is solved exactly. Yet, LUD
is prohibitive for large, complex targets because of the
memory requirements introduced by higher numbers of
unknowns. The iterative method, which is also useful for
small targets, performs an iterative solution to the matrix,
providing an approximation to the solution. This method
saves run time and memory requirements over LUD, but
is still only realistically used for small targets.

The MLFMA is an iterative solution of the MoM matrix
utilizing subsections of the full matrix to solve the
problem. “The fast multipole method is an efficient way
to perform matrix-vector multiplies whereby the field at
each particle due to every other particle is calculated for
all particles in an ensemble of N particles. Ordinarily, this
would require O(N?) calculations. With the fast multipole
method, this can be reduced to O(N) or O(NlogN)
depending on the spatial distribution density of the
particles and implementation” [7]. In other words, the
MLFMA helps to reduce the memory requirements of the
code by reducing the complexity of the matrix at each
step. The tradeoff is a controllable but induced error in the
approximation to the calculated RCS.

Model Generation and Variation

As described earlier, the models needed for this task were
generated using several different techniques. To generate
a model for 1000 MHz, the FISCulator was used to
assimilate the available high-fidelity high-frequency
model for FISC geometry compliance. The resulting
models of the ZSU-23/4 and the T-72 are illustrated in
Figure 7 and Figure 8, respectively.

Figure 7. ZSU-23/4 1000 MHz Solid Model 273,354
facets ~410,000 Unknowns
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Figure 8. T-72 1000 MHz Solid Model
402,624 facets ~604,000 Unknowns

These two models were used to produce signatures at
1000 MHz using the Space and Missile Defense
Command (SMDC) Advanced Research Center (ARC)
High Performance Computer (HPC). Because of past
computer resource limitations, the production of
signatures using FISC at frequencies at and above 1000
MHz has been mostly limited to smooth geometries and
bodies-of-revolution. With the development of
FISCulator, the more complex models of the ZSU and the

T-72 were realized.

To generate models for 150 MHz and 450 MHz for the
ZSU, the original CAD geometry file was used. Since the
ZSU was originally modeled using a single CAD
package, this process was straightforward. Small parts
were removed and a solid model was created within the
CAD environment. The resuiting geometry was read into
a third party meshing tool called MSC/NASTRAN, which
created the FISC compliant mech.

In addition to the baseline model that contained all the
parts deemed appropriate for the frequency band, three
level-of-detail (LOD) models were developed. The
signatures of these models were then compared to the
baseline model. The baseline and LOD variations for the
ZSU are shown in Figure 9. LOD 1 is configured as the
baseline minus the small parts on the turret. LOD 2 is
configured as LOD 1 minus the guns. LOD 3 is LOD 2
minus the radar assembly.

Development of the 150 MHz and 450 MHz models of
the T-72 was more complicated. Since this target was not
originally built using a single CAD package, parts of the
model had to be rebuilt using a common CAD
environment. The MSC/NASTRAN was used to create
the mesh. Although time consuming, the baseline model
and three LOD variations were and are illustrated in

Baseline LOD 1
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LOD 3 LOD 2

Figure 9. LOD Variations for the ZSU-23/4

Figure 10. The LOD variations of the T-72 are similar to
that of the ZSU. LOD 1 is configured as the baseline
minus the small parts on the turret, including the smoke
canisters and the toolboxes. LOD 2 is configured as LOD
1 minus the main gun. LOD 3 is configured as LOD 2
minus the fuel barrels.
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Figure 10. LOD Variations for the T-72

LOW FREQUENCY RESULTS

(Plots of the total RCS of the ZSU and the T-72 are not
shown due to the need for grayscale images in the
documentation. Please refer to Reference 1 for these



plots.) As stated earlier, the scattering mechanisms at low-
frequencies are global phenomenon in that every part on
the target interacts with every other part. The scattering,
especially at resonance where the target length
approaches one wavelength, is an integration of the
energies from all areas of the target that are either
illuminated by the impending electromagnetic wave, or
are influenced by induced traveling waves on the surface
of the target. Discontinuities in the current flow will
promote higher levels of scattering. Overall, it is found
that large structural components of the target tend to
impact the overall radar cross section more that those
parts that are either smaller in size or are only large in one
dimension. The definition of large and small in this
context refers to the parts electrical size in wavelengths.
Thus, as expected, removing the large radar dish from the
turret of the ZSU has a dramatic impact on the RCS at
nose-on and rear-on. In this case, the bulkiness and size of
the radar dish provides a significant contribution to the
scattering, especially at those angles. For the T-72, at 150
MHz the fuel barrels on the rear of the T-72 appear to
have a notable effect on the RCS at rear-on aspects where
as the small parts on the turret do not. Once again, since
the fuel barrels are rather large objects when compared to
the parts on the turret, it is expected that the scattering
from the barrels will have greater affect on the overall
RCS. Since the wavelength at 450 MHz is 1/3 of the
wavelength at 150 MHz, the definition of small parts
versus large parts changes. At this higher frequency, the
parts that are on the turret of the T-72 that were taken off
for the LODs have an impact on the overall RCS.

Thus, variations in the total RCS of a target at low-
frequencies is dependant upon the location and structural
size of its individual parts and the definition of those parts
as large or small based on the frequency. Parts that have
an electrically large surface area, e.g., the radar dish on
the ZSU, will have a significant impact on the total RCS.
Those parts that are electrically small or only have a
greater size in one dimension will not have a significant
impact on the total RCS.

At 1000 MHz, the components on the model become
more important to the overall scattering from the target.
Since the wavelength is reduced significantly, the region
of operation is in between that of low-frequency and high-
frequency. To examine the low-frequency approach to
solving the scattering problem, FISC was used to develop
signatures from the ZSU and T-72 at 1000 MHz. Figure
11 illustrates the current distribution on the ZSU at nose-
on.
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Figure 11, Current Distribution on the ZSU-23/4 at
1000 MHz, illuminated at 10° elevation and 0°
azimuth

Figure 12 illustrates the current distribution on the T-72
at 45° azimuth. The peaks and valleys of the current
distribution can be seen, providing a feel for the currents
that are induced on the target at 1000 MHz. Note that the
wheels on the T-72 are illuminated at 45° azimuth while
those of the ZSU at 0° azimuth are not.

Figure 12. Current Distribution on the T-72 at 1000 MHz,
illuminated at 10° elevation and 45° azimuth

FISC Runtimes and Memory Requirements

The majority of all low-frequency production for this task
was accomplished using the ARC’s HPC. Table 1
provides a breakdown of the runtimes that were incurred
for each system and its LODs. The runtime numbers are
in hours. Of note is the difference between the number of
hours needed for each frequency level. Since a greater
number of facets are needed to accurately represent the
target as the frequency increases, the number of
unknowns also increases.




Run Times Baseline {LOD1 |LOD2 |LOD 3
(hours)
ZSU 150 MHz 79.50| 81.73| 68.62| 64.04
ZSU 450 MHz 460.70| 350.37| 343.59| 293.49
ZSU 1000 MHz 546.40
T-72 150 MHz 61.44| 37.29| 28.60| 21.69
T-72 450 MHz 291.52| 420.74| 314.88| 447.40
T-72 1000 MHz 737.49

Table 1. Run Times for the ZSU-23/4

and T-72

Table 2 illustrates the memory requirements for each
system. The bold numbers indicate the memory
requirement using FISC v1.0. The rest of the values
indicate the memory requirement when using the updated
FISC v1.3. As before with run times, as the operating
frequency is increased, a greater number of facets are
needed, which in turn increases the amount of required
memory needed to complete the simulation.

Memory Baseline |LOD 1{LOD 2|LOD 3
Requirement (MB)
ZSU 150 MHz 73.7| 68.6| 61.2| 54.7
ZSU 450 MHz 325.9| 251.5| 234.9| 222.6
ZSU 1000 MHz 2245.1
T-72 150 MHz 109.8| 73.9| 55.2f 27.0
T-72 450 MHz 126.9| 175.5| 135.7| 251.7
T-72 1000 MHz 2699.5
Table 2. Run Times for the ZSU-23/4
and T-72

The values in Tables 1 and 2 are significant when
deciding what kinds of resources are needed to produce
low-frequency signatures. For the 1000 MHz case,
memory requirements go through the roof while run times
make it necessary to utilize multi-processor machines.
The use of high-performance computers has provided the
means by which these signatures can be produced.
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ABSTRACT

The Office of the Secretary of Defense (OSD), Central
Test and Evaluation Investment Program (CTEIP) is
tasked to provide a coordinated process for making
Jjoint investments in defense test & evaluation (T&E) to
offset the challenges presented by declining
investments in test assets and increasing test
requirements. Under CTEIP sponsorship, the Navy and
Air Force are jointly developing three Joint Installed
System Test Facility (JISTF) enhancements that are
based on dynamic virtual reality simulation technology.
The three enhancements are the Infrared Sensor
Stimulator (IRSS), Generic Radar Target Generator
(GRTG), and Joint Communications Simulator (JCS).
The subject of this paper is the IRSS that was first
briefed at the 1997 GTM&V conference.

The IRSS system will be used to stimulate installed
Infrared/Ultraviolet (IR/UV) Electro-Optic  (EO)
sensors undergoing integrated developmental and
operational testing. The IRSS generates digital infrared
scenes in real-time to provide a realistic portrayal of
infrared scene radiance as viewed by an IR system
under test in a threat engagement scenario. This paper
will describe the continuing IRSS development effort
including new work completed in the past year. There
will be a brief overview of the IRSS subsystems and
functions, with emphasis on recent enhancements to its
IR modeling capabilities.  Specifically, the paper
addresses issues involving the integration of three IR
models: Spectral In-Band Radiance of Targets and
Scenes (SPIRITS), Physically Reasonable IR Signature
Model (PRISM), and IR Electro-optical Naval
Engagement (IRENE). Also, there will be discussion
regarding use of a radiometrically accurate method of
employing geospecific material properties in the
rendering of background terrain.

KEYWORDS: Installed Systems Testing, Infrared
Sensors, Scene  Simulation, Sensor Fusion,
Interoperability, Electronic Combat Test Process,
Infrared Scene Projection, Sensor Stimulation.
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INTRODUCTION

The Infrared Sensor Stimulator (IRSS) is a modular
cost-effective system that will be used to generate high
fidelity Infrared (IR) scenes for stimulation of installed
IR Electro-Optic (EO) sensors on aerospace platforms
undergoing integrated developmental and operational
testing. The IRSS will be capable of stimulating
multiple types of sensors such as Forward looking
Infrared (FLIR), Missile Warning Systems (MWS),
Infrared Search and Track (IRST) and Missile Seekers.
It is being developed under the sponsorship of the
Office of the Secretary of Defense (OSD) Central Test
and Evaluation Program (CTEIP) for use in a Joint
Installed Systems Test Facility (JISTF) environment.
The IRSS will be capable of satisfying installed sensor
system test requirements through dynamic stimulation
of IR/EO sensors which are integrated with other
avionics processing software and platform sensor
systems, [(e.g., radar, operational flight programs
(OFP)]. To be a valid test tool, the spatial, spectral and
temporal components of the IRSS computer-generated
synthetic scenes must be of sufficient fidelity to
produce sensor responses that are indistinguishable
from the tested sensor’s response to ‘real-world”
conditions. This paper discusses the current capabilities
and recent additions to the IRSS.

IRSS OVERVIEW

The IRSS System is an integrated hardware/software
system that has been specifically designed to support
the design, development, integration, and testing of
IR/EO sensor systems. The IRSS supports both
performance characterization and integrated sensor
testing. The IRSS system generates radiometrically
correct scenes in real-time for reactive installed systems
testing of a variety of infrared and ultraviolet sensor
systems. The generated scenes provide a realistic
portrayal of the infrared scene radiance as viewed by
the unit under test (UUT) in operational scenarios. Use
of commercial-off-the-shelf (COTS) Silicon Graphics
(SGI) fast symmetric multiprocessing hardware has
minimized cost and development time. During real-
time scene simulation, the multiprocessors are used to
update polygon vertex locations and compute




radiometrically correct floating-point radiance values
for each waveband. Scene radiance is calculated on a
frame by frame basis accounting for the relevant
contributions from the sky, sunm, targets, terrain, and
atmosphere as a function of the engagement geometry
by using existing validated high-fidelity IR models.

The frame output of the IRSS system is configurable to
match the characteristics of the sensor system under
test. Sensor parameters such as frame size, frame rate,
spectral band, number of bands, pixel resolution, and
field of view are user configurable. The digital output
of the IRSS can be formatted for direct injection into
receiver/processor hardware or to drive an infrared
projection system.

The baseline IRSS system includes the hardware and
software components to provide a complete IR/EO
simulation and test environment. Functionally, the
IRSS system includes software to support offline
modeling, database development, scenario generation,

and simulation control. Real-time functions include
scene generation and semsor stimulation. The IRSS
system supports both open-loop and closed-loop
simulation. Open-loop simulation provides the user
with the capability to execute predefined, time-
sequenced scenarios ensuring total control over
scenario events. Closed-loop simulation is supported
through an external interface where the unit under test
(UUT) and target position data can be generated by
external simulations and provided to the IRSS system
for reactive engagements.

In an integrated configuration, the IRSS can be coupled
with Radio Frequency (RF) systems and facility-level
composite  mission simulators for correlated,
synchronized multispectral testing. The IRSS supports
the stimulation of single or multiple aperture sensor
systems. The system is modular in design to support

incremental expansion of both function and
performance to meet current and future test
requirements.
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Figure 1 IRSS System Architecture

IRSS SYSTEM ARCHITECTURE
IRSS is a family of integrated software applications and
hardware that supports all phases of the IR simulation
and test process. Applications are available for offline
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modeling and scenario development, as well as real-
time scene generation and sensor stimulation. The
IRSS, as illustrated in figure 1, consists of six primary
subsystems that are partitioned between offline and



real-time functions. The offline functions include the
Modeling and Database Subsystem (MDBS) and
Scenario Development Subsystem (SDS). These
applications provide the user with all of the tools
necessary to model and construct a virtual T&E warfare
environment including terrain, targets, false targets, and
atmospheric and weather parameters. The Simulation
Control Subsystem (SCS) and the Scene Generation
Subsystem (SGS) are the core of the system and
provide the computing resources and processing
required to generate infrared scenes in a real-time
reactive mode. The two stimulation subsystems, the
Signal Injection Subsystem (SIS) and the IR Point
Source Projector (IRPSP) Subsystem, provide the
capability for real-time electrical signal injection into
the processing electronics and/or optical projection of
scenes directly onto the sensor’s detectors. COMPTEK-
Ambherst Systems Inc. (CASI) is developing the four
subsystems of the scene generation/simulation
component. COMPTEK-Amherst Systems Inc and
SPARTA Inc. (SPARTA) are developing the SIS and
IRPSP stimulation subsystems, respectively. A full
field of view (FOV) image Scene Projection Subsystem
(SPS) 1s planned as a future enhancement. Ultraviolet

generation and projection are also a planned future
enhancement.

SCENE GENERATION CAPABILITY

The MDBS capability provides the test engineer or
operator with the capability to build files representing
threats, real and false targets, backgrounds, and
atmospheric elements off-line. (e.g., In a non-real-time
mode the operator will build files from sources such as
plume radiance models, missile trajectory models,
terrain elevation data, measured and/or statistically
derived clutter data, and atmospheric models.) The
primary output of the MDBS is the IR/EO Database,
which contains the files used for subsequent scenario
development and real-time simulation. The models
identified in Table 1 are used in the calculation of
signatures, atmospheric conditions, and target and test
platform flight paths. Model selection is based upon
degree of use in the simulation community, identified
as a government ‘standard’, e.g. endorsement by
Survivability Vulnerability Information Analysis
Center (SURVIAC) or Joint Army, Navy, and Air
Force/ Chemical Propulsion Information Agency
(JANNAF/CPIA.

Table 1 - Third Party Model Utilization

Model Function Implementation
Signatures
SPF/SIRRM | Missile & Air Vehicle Plumes Point source intensity only
SIRRM Extended Plumes Under investigation
SPIRITS Air Vehicle Body ,000 airframe facets typical
esolution — facet reduction
synchronous, non-real-time execution via interface
PRISM Ground Vehicles ,000-8,000 tank facets typical
Ships esolution — facet reduction
synchronous, non-real-time execution via interface
TERTEM Terrain Heat Transfer/ OSART/ERTEM terrain thermal is integrated
Temperature lack box interface for using other models
IRENE Ships & Sea Backgrounds hip signatures integrated as OpenFlight™ objects
ea surface integrated as radiance textures
Atmospheric
MODTRAN | IR Attenuation, Path Radiance & | eal-time lookup tables from offline execution
Solar Irradiance ile based interface enables use of other models
OSIC UV Background/Scattering eal-time lookup tables from offline execution
mplemented as prototype only
Cloud Background (not 3D) Under investigation
Obscurant Background (not 3D) Under investigation
Trajectory
BLUEMAX | Test & Adversary Air Vehicle | Integrated or offline execution — scripted trajectory
Flight Paths with interactive graphical way-point entry
ESAMS Surface-to-Air (S/A) missile flyout | Integrated or offline execution — scripted trajectory
TRAP Air-to-Air (A/A) missile flyout Integrated or offline execution — scripted trajectory
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The MDBS also supports importing and converting
external database elements from common terrain or
target databases that use a standardized open
architecture, three-dimensional geometric file format to
provide commonality with other ISTF stimulators.
Extended OpenFlight™ has been selected as the
‘standard’ for model input/output and databases. The
IRSS incorporates the MultiGen™ Application
Program Interface (API) as a tool to support the
creation, attribution, integration and execution of the
models and databases. Use of the MultiGen also
enables the import and manual attribution of other
external databases. This process is illustrated
schematically in Figure 2 using extended targets as an
example. The construction of a Flight File Translator
(FFT) is performed once for each external model that is
to be used by the system. The primary objective of the
FFT is to transform the model’s native geometry
representation into the OpenFlight format.  The
secondary objective of the FFT is to automatically
place the appropriate object temperature and material
attributes into the OpenFlight file. After this process is
completed, the resulting OpenFlight files can be
accessed and specified as scenario components through
the IRSS Scenario Builder application. In the past year
this process has been used to successfully import and
utilize the outputs of PRISM, SPIRITS, and IRENE in
IRSS scenarios.

Figure 2 — Target Model Integration

The output of the FFT is an OpenFlight file
representative of the conditions for which the external
model was executed. There are instances where some
of the original conditions will change during the course
of a scenario. Examples include tank barrel heating,
engine compartment temperature, and throttle setting.
These changes can be dynamically incorporated into a
scenario through the Plug-In-Interface. This interface
provides a mechanism by which specific changes can
be incorporated into an object description when
executing a scenario in real-time. The plug-in interface
is a non-synchronized interface that enables third party
or other external models to provide asynchronous
updates to executing scenario files. The update
frequency depends on model performance and the
fidelity required for the target, and/or background
signatures.

Model translators are interfaces to MDBS. They can be
developed by CASI or by IRSS users. Each model
translator can consist of a graphical user interface
(GUI), a model processing function, and database
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translator. The GUI provides easy and efficient
execution of the model. This feature is important when
operators are unfamiliar with the specifics of each
model. The model processing function compiles the
model output and performs the necessary manipulation
of data for real-time scene generation. The database
translator formats the data into a common database
format for scenario development and scene generation.

The MDBS contains the models, tools and databases
used to represent targets and backgrounds in the test
scenario. To compensate for their non-real-time

execution speed, some models, e.g. Moderate
Resolution Transmission (MODTRAN), Enhanced
Surface-to-Air  Missile  Simulation  (ESAMS),

Trajectory Analysis Program (TRAP), are executed
offline to create look-up tables or databases that are
used during run-time scene generation. Once created,
these look-up table databases become part of an EO/IR
library. The IRSS System is required to respond to
unscheduled, non-scripted events including man-in-the-
loop commands in the external control-state whereas
the trajectory models within the IRSS System are only
intended for scripted applications. Not all of the
models are restricted to off-line execution.

The Scenario Development Subsystem (SDS)
provides the operator or test engineer with the
capability to define simulation scenarios in which
single or multi-sensor equipped vehicles move through
a simulated test area. The output of the SDS is a
scenario file that is saved in the scenario database. The
scenario file references scripted terrain, targets, threats,
trajectories, and special effects selected from the IR/EO
database. = The file also references customized
simulation elements. These elements include an
atmospheric specification, sensor specification, test
platform assignment, sensor channel assignment(s), and
state information such as situation display setup, visual
display setup, and instrumentation setup. The SDS
provides a convenient user interface for quickly
building or editing scenarios based on libraries of
objects created in the MDBS. An interactive situation
display provides a graphic scenario building and
display capability. The situation display features
interactive control of viewing geometry, symbology,
and scenario components. An interactive scenario
sequencer provides the ability to setup scenario
parameters and script scenario events. Used in
conjunction with the situation display, the sequencer
provides an efficient environment for building, editing,
and previewing test scenarios. The IR models TRAP,
Aircraft Flight Path Generator and Mission
Performance Evaluation Model (BLUEMAX), and



ESAMS have recently been integrated with the SDS.
As a result of this integration, the situation display now
includes a scenario sequencer that can be used to
provide an interactive graphics-based environment for
the preparation of scripted trajectories. During the
scenario development process, the scenario can be
previewed using the scenario animator. This feature
allows the operator to pre-run the test engagement and
evaluate scenario events against the simulation
timeline. The scenario gaming area, player motion, and
UUT FOV are visualized in the situation display.
Simulation clock controls are provided to stop, start,
and pause the scenario.

The Simulation Control Subsystem (SCS) provides
the operator or test engineer with the capability to
control the execution of a simulation and perform fault
tests on the IRSS channel hardware. A fault test and
diagnostic capability is provided for assessing the
health of the system and to assist in the operational
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maintenance of system components. Input to the fault
test function includes diagnostic scripts executed by the
operator to determine the hardware operational state.
Output consists of the pass/fail status of the performed
tests along with status or trace messages showing test
progress. Upon execution of the IRSS application, the
SCS initializes by opening an existing or archived
simulation file from the scenario database and setting
the control state. When external and integrated control
is disabled, the IRSS operates in a stand-alone mode in
which the operator controls the simulation clock,
situation  display, visual display, and all
instrumentation. When external control is enabled,
control of the simulation clock, player positions and
state, test platform interface, etc., is assumed by the
Installed System Test Facility (ISTF) Operational
Control Center (OCC). The OCC may send a load and
initialize command to the SCS that contains a scenario
script specifying some or all scenario and configuration
information.

The Scene Generation Subsystem (SGS) produces
IR/EO scenes in real-time. The term ‘real-time’ is
relative to the frame rate of the sensor under test (e.g.
30 — 100 Hz for FLIR, 100 — 400 Hz for MWS). The
SGS incorporates ‘first principle’ algorithms for the
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radiometric signature computation. A ‘virtual’ test may
involve stimulation of up to three sensors requiring
multiple SGS channels. Each channel stimulates a
single sensor or a single aperture of a multi-aperture
sensor. A sensor-specific configuration is supplied
during initialization. The SGS performs both scene
generation and scene rendering.  During scene
generation, the SGS determines the test scenario
viewed gaming area, on a frame to frame basis, based
on the direction or view of the sensor line-of-sight, and
host platform position in space (e.g. altitude, heading,
pitch, roll). The specified simulation file is examined
to determine which polygons, representing players and
targets, and background elements, occur within the
viewed area, and are to be displayed in the simulation.
The material characteristics and polygon viewing
geometry are used to calculate radiometric values for
polygon vertices. During scene rendering, polygons are
decomposed into pixel elements and inserted into an
output frame buffer resulting in a radiometric, spatial,
and temporal representation of the scene as viewed by
the sensor relative to its line-of-sight. This digital
scene is the input from the SGS into either the SIS, for
conversion into an electrical signal that is injected into
the sensor processing electronics, or the IRPSP, for
optical projection into the sensor’s entrance aperture.
Additional discussion of this subsystem is presented
below.

The IRSS Scene Generator generates radiometrically
accurate scencs for installed systems testing of a wide
variety of IR and UV sensor systems. The generated
scenes provide a realistic portrayal of the in-band scene
radiance as viewed by the system under test in
operational scenarios. Scene radiance is calculated on a
frame by frame basis accounting for the relevant
contributions from the sky, sum, targets, terrain, and
atmosphere as a function of the engagement geometry.
The frame output of the scene generator is configurable
to match the characteristics of the sensor system under
test. Sensor parameters such as frame size, frame rate,
spectral band, number of bands, pixel resolution, and
FOV are user configurable. The digital output can be
formatted for direct injection into receiver and
processor hardware or to drive an IR projection system.

The IRSS Scene Generator was designed specifically to
address the core technical issues for IR/EO scene
generation. Commercial scene generation systems are
optimized for visual effects and standard display
devices. Real-time IR/EO sensor stimulation requires a
higher level of fidelity (scene quality and radiometric
content) and usually involves large frame sizes at high




frame rates. The current scene generator hardware
configuration consists of a Silicon Graphics Onyx2

InfiniteReality® graphics computer with eight or
twelve ‘R10000’ processors. The system can use either
the SGI InfiniteReality or the COMPTEK-Ambherst
Systems Scene Rendering Subsystem (SRS) for final
image rendering. The SRS is designed specifically for
infrared applications while the InfiniteReality is
optimized for visual applications. The selection of the
graphic system depends on the objective of the test
facility. When evaluating the detection, tracking, or
guidance performance of a sensor system, fidelity and
radiometric validity are critical. In this situation, the
accuracy and programmability of the SRS may be
required. In cases where radiometric accuracy is less
important and validation is not an issue, the
InfiniteReality option may be preferred.

The IRSS Scene Rendering Subsystem (SRS) is a
graphics-processing pipeline developed specifically for
rendering IR/EO scenes. The SRS overcomes many of
the problems associated with adapting visual rendering
systems for IR/EO simulation. The SRS uses full 32 bit
floating point accuracy for all calculations including
radiance (lighting), transparency, texture mapping and
filtering, anti-aliasing, and hidden surface removal
(z-buffering). The SRS can process up to six 16 bit
colors or three 32 bit colors per pixel. Equations for
pixel level lighting and atmosphere effects can be
modified as desired to make tradeoffs between
rendering accuracy and speed. Depending on the
tradeoffs selected, a fully configured SRS can provide
more than four times the radiometric accuracy of the
InfiniteReality. In addition, the SRS can be tightly
coupled with an IR/EO sensor in a reactive, closed-loop
configuration, and dynamic frame size and frame rate
changes can be processed with low latency.

SCENE PRESENTATION CAPABILITY

The Signal Injection Subsystem (SIS) accepts digital
scenes produced by the SGS and creates an electrical
digital or analog signal that is injected into the sensor
image and signal processing chain. This subsystem is
currently being developed and will be manufactured by
CASI as a deliverable under an Air Force SBIR
contract for a Universal Programmable Interface (UPI).

As part of the signal creation function, the SIS must
modify the scene to represent the effects of bypassed
sensor components and phenomenology prior to the
injection point, convert the modified image to a
properly conditioned electrical signal, and provide the
electrical connection to the sensor.  The scene
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modification is accomplished by two custom processing
components within the SIS: a convolution processor
and a pixel processor. These SIS components use
digital signal processor (DSP) arrays; high-speed Xilinx
programmable gate array chips for the convolution
processor, and Motorola 266 MHz Power PC 740 chips
for the pixel processor. The latter hardware assembly is
common to the polygon processor in the previously
discussed CASI rendering engine. The sensor interface
module (SIM), which is unique to each sensor, provides
generation and conditioning of the electrical signal and
its physical connection to the sensor. This assembly is
a plug-in module that enables the SIS to be easily
configured for different sensors.

Additional functions of the SIS include processing (e.g.
/O handling) sensor control signals and, if necessary,
emulating their functionality. These functions may
require one or more electrical connections to the sensor
or other test platform avionics systems. The SIS is
based on the CASI Universal Programmable Interface
UPI, which is discussed in more detail later in this
paper.

The IR Point Source Projector (IRPSP) is another
stimulator sub-subsystem that presents a generated
scene to the sensor. The primary function of the IRPSP
is to accept digital input scenes produced by the SGS
and to generate equivalent output scenes, in the form of
in-band EO/IR energy, for projection into the entrance
aperture of the UUT. The format of the scene input to
the IRPSP from the SGS will be SGI Direct Digital
Output for the Onyx2 (DDO2), also known as the
Onyx2 Digital Video Port (DVP). The IRPSP will also
be capable of receiving scene input from the SIS in a
DDO2 format. Setup and control of the IRPSP will be
managed by the SCS via the SGS to IRPSP interface.
The IRPSP will consist of seven primary subsystems.
These subsystems are the Control Electronics
Subsystem (CES), Environment Control Subsystem
(ECS), Infrared Emitter Subsystem (IRES), Mounting
Platform  Subsystem (MPS), Non-Uniformity
Correction Subsystem (NUCS), Projection Optics
Subsystem (POS), and Software Control Subsystem
(SCS).



NEW CAPABILITIES

Advances in Maritime Modeling

A requirement for IRSS to test the U.S. Navy’s
AAS-44V FLIR system led to the introduction of a
Maritime Combat Environment (MACE) modeling
capability into IRSS. This involved the integration of a
maritime thermal model derived from the U.S. Navy’s
IRENE model. The fact that the integration of this
model was a smooth process is due to two main factors:
cooperation between the developers of Infrared Electro-
optical Engagement Model (IRENE) and CASI and the
easily accessible OpenFlight format used by IRSS. The
cooperation between the two parties allowed the work
to be done in a minimal amount of time. Also, the
expertise of the U.S. Navy development team allowed
for great control of the way in which IRENE could be
used for implementation. The API component of the
MultiGen-Paradigm’s Creator™ program enables easy
access to the OpenFlight format.  Consequently,
conversion of the IRENE file format to the
IRSS-supported OpenFlight format was very
straightforward.

A major portion of the MACE effort involved the
development of a method for the creation and rendering
of the ocean background. The background is generated
by a ray-tracing routine based on The Naval Research
Laboratory’s Kelvin and Random Ambient Sea Waves
(KELSEA) model, which computes the source radiance
of each square texel in a 512 x 512 grid. These texels
can have a size of 1m or 5m on an edge, resulting in
higher or lower resolution-radiance map textures.
These radiance maps are then rendered by IRSS, which
computes the atmospheric effects.

The MACE team is currently seeking to identify
sources of future funding for the continued
development of the MACE capability. Some of the
features earmarked for future work include the
rendering of wakes, the creation of sea height maps for
ocean backgrounds, and the inclusion of plumes in ship
models. Figure 3 is a sample maritime image generated
by IRSS.

Advances in Terrain Simulation
Terrain definitions are fully attributed faceted surface
descriptions derived from Digital Terrain Elevation
Data (DTED) augmented with cultural details such as
roads, bridges, and buildings. The DTED data is used
to create polygonal wire-frames representing terrain
contour or shape. Terrain attributions include material
properties, textures, and temperature specifications.
Background detail (e.g., texture) at the sensor pixel
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level is represented by texture maps overlaid on larger
terrain polygons.

Figure 3 Example Maritime Scene
(The ocean surface texture is Im resolution and a sea
state of 2. The sensor altitude is ~1400m with a look
angle of —-10° Ranges to the two ships are 740m and
1560m. White is hot.)

Radiometrically-correct real-time simulation of realistic
terrain requires three essential elements. First, a high
resolution description of the physical properties of the
terrain, both in terms of material composition and
topography is needed. Second, high-fidelity models for
the sensor and its physical environment must be
employed. Finally, sophisticated algorithms must be
employed to combine the models and the terrain
description into rendered scenes accurately and in
real-time.

The IRSS effectively combines these three elements,
providing a new level of realism to real-time sensor
simulation. Since the terrain description is based only
on its physical properties, it can be used to simulate the
terrain regardless of the waveband(s) of the sensor
being modeled, and correlation of different waveband
images is easily accomplished. The description can
also be used in conjunction with a thermal model to
include realistic seasonal and diurnal effects.
Radiometric accuracy is achieved through the use of
accepted phenomenological models and advanced
algorithms. Geospecific texturing results when
correlated satellite imagery and digital elevation models
for a specific region are used to create the
terrain description.




Terrain Description and the Models
Increased availability of satellite imagery, and the
development of sophisticated image analysis
techniques, has made the high-resolution description of
terrain  material composition a practical reality.
Classification techniques are employed to determine the
material or material mix of the terrain from satellite
images on a texel-by-texel basis. A material code
number is assigned to each texel, and all the codes for a
specific patch of terrain are assembled into a ‘material
map’, or, in the case of a material mixture being
assigned to a texel, a ‘material mix map’. The material
codes are cross-referenced to a table that gives the
pertinent properties of each material. The use of
material mixtures has an advantage over using a single
material per texel in that it enhances the level of detail
in the terrain image and smoothes the transitions
between regions of differing material types.

Two types of topographic descriptions of the terrain are
required. First, the effective utilization of computer
graphics technology drives the need for the terrain to be
described in terms of a triangular irregular network
(TIN). A TIN representation is readily obtained from
government-distributed digital elevation data by using
commercially available Delaunay algorithms.

The second type of topographic description required is
at a higher, texel-level, resolution. This is necessary
due to the sensitivity of the texel’s radiance to its
normal vector and its elevation. While the texel’s
source radiance is modeled as being independent of its
orientation (i.e., Lambertian), its normal vector and
elevation can have a significant impact on the source
radiance, by effecting the texel temperature. The
normal vector also determines how much sunshine,
skyshine, and earthshine the texel reflects. The
texel-level topographic data is readily derived from
digital elevation data using standard interpolation and
gradient estimation techniques.

To efficiently store texel-level terrain data a new file
format, material mix and topography (MMT), was
developed for IRSS. This format stores the material
mix data for each texel, as well as the texel-level
topographic data, into a single file, which is then
correlated to a TIN in the same manner as a normal
texture. The topographic data takes the form of
elevation, 2-D gradient, and cross-derivative samples at
equally spaced posts. Elevation and normal vector data
is then easily calculated at intermediate texel locations
using bicubic interpolation. This bicubic representation
itself reduces the storage requirement from 16
bytes/texel to less than about 1 byte/texel. The post
spacing is selected to approximate the resolution of the
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source data, which can result in further efficiency
without adding any additional processing burden.

The primary models employed by IRSS in terrain
simulation are for sensor spectral response, atmospheric
effects, and the determination of terrain temperatures.
The user models the sensor spectral response during the
scenario development process by simply entering
sensor  response  values, and cormesponding
wavelengths, into a table. Atmospheric effects are
modeled using the industry-standard atmosphere
model, MODTRAN. The IRSS architecture is designed
to facilitate the use of different thermal models, but
currently uses only Terrain Temperature Model
(TERTEM).

Figure 4 Radiance Map Terrain

Terrain-rendering Algorithms
For maximum efficiency, the terrain-rendering
algorithms are carefully designed to perform optimized
pre-run-time calculations while also preserving
accuracy. This non-real-time calculation consists of the
generation of lookup tables and texture. The lookup
tables are used to calculate attributes for terrain facet
vertices that vary widely with the position of the sensor
relative to points on the terrain. These attributes
account for the effects of atmospheric attenuation and
path radiance. The texture is used to account for a
number of first principle physical effects including
temperature variations, thermal radiation, and solar,
skyshine, and earthshine reflections. The generation of
this texture, called an adjusted radiance map, is
expedited by first generating, and then using, lookup
tables. Once the lookup tables, and adjusted radiance



map, are precalculated, the real-time portion of the
simulation can begin. The attributes of terrain facets
within the field-of-view are calculated on a vertex-by-
vertex basis, and the results sent to a rendering engine
along with the specially-formulated texture. The IRSS
has the capability to render scenes using either SGI
graphics hardware, such as the InfiniteReality, or by
using CASI’s SRS, which is designed specifically for
sensor applications. In either case, a unique rendering
algorithm is employed to create the desired imagery
with high accuracy.

and gimbals must be emulated. Real-time sensor
modeling must be performed to correctly model the by-
passed sensor optics and electronics for the case of
direct signal injection. Additionally, optical projection
requires non-uniformity correction (NUC) of the
thermal array.

A Universal Programmable Interface (UPI) has been
developed under the IRSS program to provide such
functionality.  Unlike custom solutions, the UPI
provides a reconfigurable method for interfacing a wide
range of UUTs through either direct injection or optical

Reai-time IR Scene Generator
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To assess the accuracy of this new rendering technique,
precise calculations of the apparent radiance of the
terrain were compared to the results that would be
obtained using the rendering technique, for a wide
variety of sensor-to-terrain geometries and parameter
variations. This showed that the error introduced by
the algorithms used were generally a fraction of a
percent, but that in certain extreme cases can grow to
approximately 1%.

Advances in Sensor Simulation
IR/EO sensor system testing requires valid stimulation
of the UUT to correctly determine the performance of
the sensor system and processing algorithms.
Assuming the scene generation system (SGS) has
correctly modeled the target and background signature
and atmospheric attenuation, other requirements exist
for valid stimulation. A physical interface is required
between the SGS and the UUT to properly reformat the
data such that it can be introduced to the UUT either
through the direct injection of the signals into the
system’s processing electronics or the projection of
in-band scene radiance into the sensor’s optical
aperture. By-passed missing components such as gyros
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Figure 5 IR/EQO HWIL Testing with a UPI

projection. This flexible capability is achieved through
the use of a core architecture that provides industry
standard interfaces, coupled with minimal custom
interface hardware and reconfigurable software. The
UPI provides the physical interface between an SGS
and the UUT, performs sensor modeling, and emulates
missing components. An illustration of using the UPI
in hardware-in-the-loop (HWIL) sensor system testing
is shown in Figure 5.

Both current and notional sensors can be modeled with
the UP], providing system designers the capability to
measure the effect on performance due to changes in
sensor design. Additionally, the UPI can be used in
applications requiring high speed general purpose
image processing capabilities.

The top-level architecture of the UPI is illustrated in
Figure 6.
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Figure 6 UPI Top-level Architecture

Convolver

For direct signal injection, the UPI must accurately
model the modulation transfer function (MTF) effects
of the bypassed sensor optics and electronics. The
MTF is modeled through the convolution of a spatial
kernel in the convolution subsystem (convolver). This
kemnel is generated offline through the use of the UPI
sensor modeling software developed at CASL. An
industry standard tool for IR sensor characterization
and performance modeling (FLIR92), was chosen as a
basis for this software. Based on the input sensor
parameters, this tool provides the user with the ability
to generate the convolution kemnels that model the
sensor MTF. The user can model the MTF of current
and future sensors

In the convolution subsystem, the over-sampled
rendered scene is convolved with the MTF kernel,
producing the image as seen by the sensor. Ideally, a
static mapping between the sensor pixels and the scene
pixels would exist. However, multiple factors can
contribute to sensor pixel displacement from the
perfectly rendered image to the correctly sensed image,
including scene-rendering latency, optics-induced
geometric distortion, and physical sensor jitter. In
addition to convolution, the convolution subsystem
handles these factors through displacement processing.

In a closed-loop installed-systems test configuration,
latency can occur between the time when positional
data is received and the scene is rendered. Latency can
create errors in x and y shift, and in rotation, which can
consequently affect the ability to accurately test the
system under test (SUT). This is a problem for both
direct signal injection and projection. Therefore, the
UPI performs latency compensation to extract the
correctly located semsor image from within the
oversized scene image.

Within a real sensor, the optics generate geometric
distortions in the sensed scene. [Edges that are
geometrically straight appear curved, an effect that is
especially pronounced with wide FOV optics. Accurate
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emulation of the optics-induced distortion may be
required when performing direct signal injection since
the optics are bypassed. If the SGS does not perform
the geometric distortion, then the compensation can be
performed by the UPI as an additional sensor effect
modeled by the system.

Sensors can experience physical jitter when mounted
on a moving platform. For a scanning system, this
could create small perturbations in the location of each
successive scan line. If jitter affects the system
performance, it should be accurately modeled.
Assuming the jitter function can be mathematically
modeled, it too can be handled by the UPL
Additionally, a variety of other user-defined
mathematical displacement effects can be modeled.

Pixel Processor

A variety of noise sources and response non-linearity’s
that are present in sensors can affect performance.
When performing direct signal injection, the sensor is
bypassed. Therefore, these pixel effects are modeled,
based on user specified sensor parameters, in the pixel
processor to add to the validity of the installed systems
test.

Some of the pixel effects that have been modeled
include conversion from radiance to photons, various

noise sources, linear responsiveness and automatic gain
control (AGC).

The pixel processor utilizes a COTS circuit card
assembly that contains general purpose processors.
This board was originally designed for and used in the
CASI SRS. Since the pixel effects are implemented as
software executing on the general-purpose processors
in the pixel processor, a wide variety of effects can be
modeled in the UPI. User-defined effects, within the
limits of the UPI, can easily be added with no change or
cost in hardware.

Optical projection can also benefit from the pixel
processor. Gain and offset tables can be loaded in the
resident memory and used for NUC,



CONCLUSIONS

The Infrared Sensor Stimulator (IRSS) is a cost-
effective system that provides flexible, re-configurable,
reproducible, and repeatable full test environments for
evaluating Electro-optical/Infrared (EO/IR) sensor
systems during the concept, research, development,
prototype, and test and evaluation phases. When
employed as an integrated Installed System Test
Facility (ISTF) element, it is a valid and verifiable test
and evaluation risk reduction tool that optimizes use of
costly range testing. The IRSS sensor modeling
capability contributes to the development of systems
and sensor, and engineering model development
(EMD) performance effectiveness evaluation.

The scene-generation component has successfully
completed its Spiral 4 development and the software
has been delivered to the Navy and Air Force for
evaluation.  The signal injection component has
completed preliminary design review, and the infrared
point source projection component has completed the
critical design review for both systems. Final
IRSS/facility integration is scheduled for third. Quarter
Govemnment Fiscal Year (GFY) 2000, and will occur at
the Air Combat Environment Test and Evaluation
Facility (ACETEF), Naval Air Warfare Center —
Aircraft Division (NAWC-AD), Patuxent River,
Maryland and the Avionics Test and Integration
Complex (ATIC), Air Force Flight Test Center
(AFFTC), Edwards AFB, California. The system’s
Fully Operational Capability (FOC) completion is
scheduled for the fourth quarter of GFY 2000.
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Real-Time Sensor Modeling Using A Universal Programmable Interface

Douglas C. McKee
Comptek Ambherst Systems, Inc
Buffalo, NY 14221

ABSTRACT

Infrared Electro-optical (IR/EO) sensor system testing
requires valid stimulation of the unit under test (UUT).
Prerequisite is a scene generation system (SGS) that
produces imagery that comrectly models the
target/background signature and atmospheric attenuation.
A physical interface is required between the SGS and the
sensor UUT to properly reformat the data such that it can
be introduced to the UUT either through the direct
injection of the signals into the system’s processing
electronics, or the projection of in-band scene radiance
into the sensor’s optical aperture. A Universal
Programmable Interface (UPI) for signal injection to the
sensor is being developed by Comptek Amherst Systems,
Inc (CASI) under contract to the Air Force Flight Test
Center (AFFTC) at Edwards AFB, with additional
funding support from the Naval Air Warfare Center —
Aircraft Division (NAWC/AD) at Patuxent River,
Maryland. Additionally, the UPI will perform accurate,
real-time sensor modeling, which is a key element in the
image signal injection pipeline. Unlike custom interfaces,
the UPI is reconfigurable, providing the capability to
interface to a wide range of sensor systems.

This paper will discuss the sensor modeling capabilities of
the UPI and the supporting software and hardware. Sensor
modeling capabilities include image blurring associated
with the sensor’s modulation transfer function (MTF) and
pixel effects. A sensor modeling and analysis software
tool, based on FLIR92', will be discussed. A technique
for accurately performing latency compensation and
modeling geometric distortion, physical sensor jitter, and
other user-specified effects will also be discussed.

Keywords: Sensor Modeling, Infrared, Electro-Optic,
Simulation

1. INTRODUCTION

The IR/EO sensor system testing requires valid
stimulation of the UUT to correctly determine the
performance of the sensor system and processing
algorithms. In addition to correctly modeled
target/background signature and atmospheric attenuation,
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other requirements exist for valid stimulation. A physical
interface is required between the SGS and the UUT to
properly reformat the data so that it can be introduced to
the UUT either through the direct injection of the signals
into the system’s processing electronics, or the projection
of in-band scene radiance into the sensor’s optical
aperture. By-passed/missing components such as gyros
and gimbals must be emulated. Real-time sensor
modeling must be performed to correctly model the by-
passed sensor optics and electronics for the case of direct
signal injection. Additionally, optical projection requires
non-uniformity correction (NUC) of the thermal array.

A UPI is being developed to provide such functionality.
Unlike custom solutions, the UPI provides a
reconfigurable method for interfacing a wide range of
UUTs through either direct injection or optical projection.
This flexible capability is achieved through the use of a
core architecture that provides industry standard
interfaces, coupled with reconfigurable software and
minimal custom interface hardware. The UPI provides
the physical interface between an SGS and the UUT,
performs sensor modeling, and emulates missing
components. Both existing and notional sensors can be
modeled with the UPI, providing system designers the
capability to measure the effect of possible sensor
characteristic  design changes on performance.
Additionally, the UPI can be used in applications
requiring high-speed general purpose image processing
capabilities.

The top-level architecture of the UPI is illustrated in

Figure 1-1.
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Figure 1-1. UPI Top-level Architecture



The input scene is blurred in the convolver. In parallel,
the convolver performs latency compensation. The pixel
processor applies pixel effects, including noise and linear
responsivity. Additionally, the pixel processor provides
NUC capabilities for optical projection.

Hardware and sensor requirements have been presented in
the past* > This paper focuses on the sensor modeling
capabilities supported by the UPI, both in software and in
hardware. Section 2 addresses the software used to model
image blurring due to the sensor’s MTF, and pixel effects.
A sensor modeling and analysis software tool based on
FLIR92 is used to generate the convolution kernel and
simulate the pixel effects. Section 3 provides more detail
on MTF modeling. Section 4 discusses pixel
displacement processing, a technique that is used to
accurately perform latency compensation and to model
other sensor effects, including geometric distortion,
physical sensor jitter, and various additional user-defined
effects. Section 5 discusses pixel effects modeling.
Conclusions are presented in Section 6.

2. SENSOR MODELING SOFTWARE

A key capability requirement for the UPI is to accurately
model the sensor UUT characteristics, including MTF and
pixel effects. The sensor MTF is the frequency
representation that describes image blurring. Pixel effects
include various noise sources and pixel nonuniformity.
These effects are emulated in hardware components of the
UPI; the convolution and pixel processing subsystems,
respectively. Off-line software tools are necessary to build
the required inputs for these subsystems.

Software tools are curmrently being developed by Comptek
Amherst Systems, Inc. (CAS) for sensor modeling.
FLIR92, an industry standard tool for IR sensor
characterization and performance modeling, was chosen
as a basis for this software. A graphical user interface
(GUI) has been developed that provides the capability for
a user to enter sensor parameters matching those used as
input by FLIR92. The UPI sensor modeling tool also
supports both the import and export of FLIR92 files to
provide file compatibility with this model. After the
appropriate parameters are specified, this tool provides
the user with the ability to generate the convolution
kernels that model the sensor MTF. The details behind
kernel generation are provided later in this paper.

Software-generated sensor modeling data files add
flexibility to the system. The tool’s present functional
capabilities provide the user with the ability to regenerate
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the kernels with modifications to the sensor parameters.
Therefore, the user can easily model numerous existing
sensors as well as potential future designs with no cost in
hardware. Multiple sets of convolution kernels can be
generated and stored for a given sensor system. This
capability supports emulation of a multiple field-of-view
(FOV) FLIR. When the FLIR’s FOV is changed during a
simulation run, the convolution subsystem will load in the
set of kernels generated for the new FOV. Slight
variations in each sensor’s MTF in a multiple aperture
system can also be emulated by generating a specific
kernel for each sensor.  Unique kernel sets can be
generated for each sensor with small changes in the
sensor parameters. Although FLIR92 is used as a
baseline for the UPI sensor modeling tool, other more
recent models such as NV-THERM can be incorporated
with FLIR92 in the future. Due to the malleability of
software, future sensor modeling refinements can be
implemented with no additional hardware cost.

3. MTF MODELING

For direct signal injection, the UPI must accurately model
the MTF effects of the by-passed sensor optics and
electronics. The MTF is modeled through the
convolution of a spatial kemel in the convolution
subsystem. This kemnel is generated off-line through the
use of the UPI sensor modeling software. Similar to
FLIR92, the overall system MTF is modeled as the
combination of component MTFs, Components include
diffraction MTF, geometric blur MTF, detector spatial
MTF, detector temporal MTF, Focal Plane Array (FPA)
integration MTF electronics low-pass MTF, etc. Each
component’s MTF is mathematically generated based on
the sensor parameters, using the same equations as
FLIR92. However, an exception does exist with the
electronics low-pass MTF. FLIR92 only provides the
magnitude of this MTF, but phase information is also
needed to build a convolution kemnel. Since the
component MTFs are built in the frequency domain,
combination is performed by multiplying them together.
The software will additionally permit the input of
measured MTF components in either the frequency or the
spatial domain. If a component is specified in the spatial
domain, it will be converted to the frequency domain
through a Fast Fourier Transform (FFT).




The convolution subsystem utilizes a spatial domain
convolution kernel.  Therefore, after the MTF is
generated, it is converted to the spatial domain through an
inverse FFT. The MTF is generated using a large array so
that it can be accurately represented across multiple
frequencies. This approach results in a large convolution
kernel. However, practical UPl implementation
constraints dictate that the kernel size be limited to 16 x
16 due to computational cost. Therefore, the kernel is
truncated to the desired size and quantized to the
appropriate fixed-point resolution.

Although truncating the kemnel lowers the computational
cost, it can lead to inaccuracies and aliasing. The UPI
sensor modeling tool provides the capability for the user
to vary the kemel size and display the effects on the
modeled MTF of truncation. An example comparison is
displayed in Figure 3-1. The first image represents the
2D MTF prior to truncation of the kemel. The post-
truncation MTF was created by transforming the
truncated kernel back into the frequency domain through
an FFT. Clearly, the truncated kemnel does not perfectly
reproduce the MTF modeled with a nontruncated kernel.
The ringing at higher frequencies can lead to aliasing
distortions. However, most of the ringing is along the
horizontal and vertical axes with only minor ringing along
the diagonals. It should be mentioned that these images
were raised to the 0.25 power for illustrative purposes; the
ringing isn’t as pronounced as displayed.

Figure 3-1. UPI MTF. a) Pre-truncation,
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Figure 3-1. UPI MTF. b) Post-truncation, raised to 0.25

The user also has the option to display the MTF absolute
differences, and/or use log scales to fully analyze the
differences due to truncation. Although differences will
exist, this tool can be used to help determine the best
tradeoff between kernel size and error. Convolution is
performed on an over-sampled input scene. Therefore,
the over-sampling factor can additionally be adjusted and
its impact can be analyzed.

4. PIXEL DISPLACEMENT PROCESSING

In the convolution subsystem, the over-sampled rendered
scene is convolved with the MTF kemel, producing the
image as seen by the sensor. Ideally, a static mapping
between the sensor pixels and the scene pixels would
exist. However, multiple factors can contribute to sensor
pixel displacement from the perfectly rendered image to
the correctly sensed image, including scene rendering
latency, optics induced geometric distortion, and physical
sensor jitter. The following discussion describes how
these effects can be modeled in the UPI through pixel
displacement processing. Accuracy concerns will be
addressed including a method for subscene pixel

mapping,

Displacement processing requires a mapping from each
sensor pixel into scene space. Each map entry contains an
x, y pair specifying where this sensor pixel is centered, in
scene coordinates. During convolution, the kemnel is
applied to the location in the scene based on the map
entry for the current sensor pixel.



An initial map must be generated which is subsequently
modified by displacement processing. This map can
either be stored explicitly or expressed as a mathematical
function. An example map is shown in Figure 4-1 in
which the sensor pixels are mapped into the center of the
generated scene. The first image is the input scene image
with the overlaid squares representing a subsampling of
the displacement map entries. The area covered by the

sensor is less than that covered by the scene to allow for
the displacement processing. @ The second image
represents the output scene image produced by applying
the convolution kernel at entries represented by the
displacement map. If there were no pixel displacement,
the initial map would be used directly for convolution
processing. However, modifications to the map are

necessary to model the above-mentioned effects.

igure 4-1. a) Initial Sensor to Scene Pixel
Displacement Map
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Figure 4-1. b) Initial Sensor to Scene Pixel
Displacement Map

4.1 Latency Compensation

In a hardware-in-the-loop (HWIL) system, latency can
occur between the time when positional data is received
and when the scene is rendered. Latency can create errors
in x and y shift, and in rotation, which can consequently
affect the ability to accurately test the system under test
(SUT). Therefore, the UPI performs latency
compensation to extract the correctly located sensor
image from within the oversized scene image. This can
be accomplished by mathematically rotating and shifting
the x, y pairs in the displacement map. Rotation is
performed through the following equations:

x' =xcos(0) -y sin(6)

y' = xsin(8) + y cos() M
where x, y are the current coordinates stored in the
displacement map; x', y' are the new coordinates and theta
is the angle of rotation. Care must be taken to ensure that
the rotation takes place around the boresight of the sensor.
The implementation may require a shift operation to
accommodate this requirement.

Image shift is calculated as:
x'=x+d,
' 2
y'=y+d, S

where x, y are the current coordinates stored in the
displacement map; x', y' are the new coordinate; and 4., d,




are the shifts in x and y, respectively. Any postrotation counter-clockwise rotation because the displacement map
shift can be combined with this shift. defines a mapping from the sensor to the scene, i.e., this is
where the sensor image is extracted from the scene.
Figure 4-2 shows the result of rotation and shift of the Similarly, shifts of the displacement map lead to shifts in
displacement map coordinates. It should be noted that the the opposite direction of the resultant sensor image.

clockwise rotation of the displacement map yields a

4.2 Geometric Distortion

Within a real sensor, the optics can generate geometric
distortions in the sensed scene.  Edges that are
geometrically straight can appear curved, an effect that
can be especially pronounced with wide FOV optics.
Accurate emulation of the optics-induced distortion may
| be required when performing direct signal injection since
the optics are by-passed. If the scene generation system
® (SGS) does not perform the geometric distortion, then the
compensation can be performed by the UPI as an
. additional sensor effect modeled by the system.

Two common geometric distortions are pincushion and
barrel effects. In both cases, there is a mapping between
the true off-axis distance and the imaged off-axis
distance. A function that generates these effects in polar
coordinates is:

p'=(kp)"p €)

where p is the off-axis distance; £ is a scaling factor; o is
the distortion exponent; and p’ is the resultant off-axis
distance. The distance, p, is multiplied by the scaling
factor, k: setting k& equal to one over the maximum
distance normalizes this factor to between 0 and 1. The
distortion exponent, o, determines both the type and the
amount of distortion. A positive o generates a
pincushioning of the displacement map, while a negative
o generates a barreling of the map. A zero valued o
creates no distortion because any number raised to zero
equals one. The magnitude of o determines the amount
of distortion. An example displacement map after
distortion is depicted in Figure 4-3. It should be noted
that a pincushion displacement map yields a barrel effect
image, and a barrel distortion map yields a pincushioned
image. This is the result of the displacement map
defining the mapping from the sensor to the scene. In the
case of the pincushion displacement map, the inward
bowing in scene coordinates of the regularly spaced
sensor pixels creates an outward bowing of the resultant
image.

Figure 4-2. Rotated and Shifted Displacement
Map

A performance gain can be achieved if the geometric

distortion is precomputed for the specified UUT and

stored in a displacement map. This is used as an initial
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displacement map prior
compensation.

to roll and shift latency

Figure 4-3. Pin-Cushioned Displacement Map

4.3 Other Displacement Functions

Sensors can experience physical jitter when mounted on a
moving platform. For a scanning system, this could lead
to small perturbations in the location of each successive
scan line. If jitter affects the system performance, it
should be accurately modeled. Assuming the jitter
function can be mathematically modeled, it too can be
handled by the UPI. Potential jitter models can include
sinusoidal or random per-scan-line or per-pixel effects.
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Precomputed jitter offset values are sent to the
convolution subsystem and added into the pixel
displacement processing.

Displacement processing permits the implementation of
any user-defined function that yields new x, y pairs based
on the current x, y. Such user-defined functions can be
combined with the other displacement effects. However,
care should be taken in the order that the functions are
executed. For example, functions that are not rotationally
invariant must be applied before the rotational latency
compensation function is applied. Additionally, the
computational complexity of the function should be
considered because these operations are performed on a
per-sensor pixel basis.

4.4 Displacement Accuracy

The IR/EO system signal processing algorithms can be
sensitive to small pixel intensity variations. This
technique as described above allows for displacements
with scene pixel accuracy; however, this may not be
sufficient depending on the application. A solution is to
increase the over-sampling factor used in scene
generation. This process will increase the subsensor pixel
accuracy, but it is limited by the computational resources
of both the SGS and UPI. Therefore, a method is
presented for displacements with subscene pixel accuracy.

Although convolution is often meant to blur objects, it is
typically not intended to displace an object by a fractional
scene pixel. However, subscene pixel displacement is
desirable for displacement accuracy. Therefore, the goal
is to generate a set of kernels that intentionally produce
controlled subscene pixel displacements. A kernel is
generated by sampling the point spread function (PSF) at
intervals equal to the scene pixel width. Since the PSF
can be considered a continuous function, it can be
resampled starting at any chosen subscene pixel offset,
allowing for control of subscene pixel displacements.

Ideally, an infinite number of kernels could be generated
to account for the infinite number of subscene pixel
offsets, but this obviously is not feasible. Therefore, an
analysis was performed to determine how the number of
kernels, n;,, affects the maximum error due to
displacement. Two identical signals were generated: the
first, the baseline, was generated with a subscene pixel
shift; and second, signal without. A convolution kernel
was chosen for the second signal shifted to match the shift
between the two signals. Convolution was performed on
both signals and the maximum difference between the
resultant signals was calculated. This process was




repeated with a varying number of kernels and a plot of
the maximum error was generated as shown in Figure 4-4,
The subscene pixel resolution is an inverse function of n,;
therefore, the error dropped off inversely with an increase
in n; as expected. Although the decrease in error is
limited by an asymptote, it should be noted that this is
maximum error calculated over a wide range of subscene
pixel offsets. Some offsets produce less error for the
given n,, but none produce more than the plotted results.
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Figure 4-4. Maximum Error as a Function of
the Number of Kernels

5. PIXEL EFFECTS MODELING

A variety of noise sources and response nonlinearities that
are present in sensors can affect system performance.
When performing direct signal injection, the sensor is
bypassed. Therefore, these pixel effects are modeled,
based on user specified sensor parameters, in the pixel
processing subsystem to add to the validity of the HWIL
test.

Some of the pixel effects that have been modeled include
conversion from radiance to photons, various noise
sources, linear responsivity, and automatic gain control
(AGC). The convolution subsystem outputs imagery in
radiance units. Since most sensors measure incident
photons, a conversion factor is applied. This is followed
by the introduction of various noise sources, both
multiplicative and additive. Linear responsivity models
the system’s analog-to-digital (A/D) converter by
converting the photon count to fixed point units
measurable by the A/D. Finally, the AGC normalizes the
display to the intensity range of the image.
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Since the pixel effects are implemented as software
executing on the general-purpose processors in the pixel
processor, a wide variety of effects can be modeled in the
UPIL User-defined effects, within the limits of the UPI,
can easily be added with no change or cost in hardware.

Optical projection can also benefit from the pixel
processor. Gain and offset tables can be loaded in the
resident memory and used for NUC.

Figure 5-1 displays an example of pixel effects modeling.
The first image is that passed in from the output of the
convolver. Some pixel effects were applied, resulting in
the second image.

Figure 5-2. Pixel Effects Example6.




6. CONCLUSIONS

The UPI provides a reconfigurable, cost-effective,
solution for HWIL IR/EO sensor system testing. A sensor
modeling and analysis tool, based on FLIR92, provides
the ability to model sensor blurring and per-pixel effects.
Sensor parameters can be edited to model these effects in
a wide range of current and future sensor systems. Pixel
displacement processing can accurately perform latency
compensation and can model other sensor -effects,
including geometric distortion, physical sensor jitter, and
various additional user-defined effects. These modeling
capabilities are afforded through a combination of both
UPI software and hardware. The UPI started as a Small
Business Innovative Research (SBIR) project and is being
successfully transitioned into a commercial product. It
should additionally be mentioned that the UPI has been
selected as the Signal Injection Subsystem (SIS) for the
joint U.S. Navy and U.S. Air Force Infrared Sensor
Simulator (IRSS) program.
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ABSTRACT

The Office of the Secretary of Defense (OSD), Central
Test and Evaluation Investment Program (CTEIP) is
tasked with providing a coordinated process for making
joint investments in defense test & evaluation (T&E) to
offset the challenges presented by declining investments
in test assets and increasing test requirements. Under
CTEIP sponsorship, the Navy and Air Force are jointly
developing three Joint Installed System Test Facility
(JISTF) enhancements that are based on dynamic virtual
reality simulation technology. The three enhancements
are the Infrared Sensor Stimulator (IRSS), Generic Radar
Target Generator (GRTG), and Joint Communications
Simulator (JCS). These enhancements will provide each
ISTF with the capability to simultaneously test multiple
avionics and sensor subsystems installed on an aerospace
System Under Test (SUT) (e.g. manned and unmanned
aircraft) in a ground test environment. The ISTF
enhanced test capabilities will be used to evaluate multi-
sensor data fusion/corrclation and  subsystems’
interoperability for Infrared Sensors, RADAR, GPS, and
Communications and Data Link subsystems.

The IRSS program' was previously briefed at the 1997
and 19982 GTM&V Conference. This paper addresses
the integration of a maritime modeling capability into the
IRSS Scene Generation Subsystem (SGS).

The IRSS system is designed to function primarily on
commercial-off-the-shelf (COTS) hardware such as the
Silicon Graphics (SGI) Onyx2® InfiniteReality graphics
computer. The symmetric multiprocessing capability of
the SGI Onyx2 computer gives the IRSS system a multi-
channel capability for the simulation and rendering of
multi-spectral infrared images at high frame rates.

As part of the Infrared Sensor Stimulator (IRSS)
development project, Comptek Amherst Systems Inc. is
tasked with incorporating the capability to render infrared
simulations of the Maritime Combat Environment
(MACE). To achieve the requirements associated with

85

the modeling and rendering of surface ships, and the
dynamic nature of the ocean background, Comptek
Amberst has integrated modified portions of the US
Navy’s maritime model IRENE within the MACE
structure. As a result, IRSS has been provided with the
unique capability of rendering surface ships and an ocean
background in a real-time high-fidelity IR simulauons.

This paper will outline the basic process of the integration
of the necessary reworked portions of IRENE into IRSS
and several of the challenges, issues, and solutions that
accompanied this task.

KEYWORDS: Installed Systems Testing,
Sensors, Scene Simulation, Maritime IR Model

Infrared

1. INTRODUCTION

When creating the IRSS, it became apparent that one of
the first sensors to be tested with the system would be the
US Navy’s AAS-44V FLIR system. In order to ensure
that the modeling and simulation capabilities of IRSS
would be capable of simulating the type of environment
in which the AAS-44V would be used, a requirement was
issued for a comprehensive Maritime Combat
Environment (MACE) capability to be implemented.
There were three main phases to the introduction of a
MACE capability into IRSS.

First, the models scheduled for integration into TRSS had
to be evaluated for their applicability to MACE. When
these models were found to be overall lacking in
capability, the second phase became the selection of a
suitable model, or set of models, for integration. Third,
the selected models had to be integrated into the system.

After briefly reviewing the first two steps outlined above,
the paper will focus on the third phase of this process: the
actual integration of the selected model(s).



2. IRSS MODELING CAPABILITY
EVALUATION

When examining whether or not the capabilities of IRSS
meet the challenges of MACE, an examination of some of
the seminal features of the maritime environment must be
made.

The signature modeling of a surface ship can be
adequately described by a one dimensional thermal
model. This is due mainly to the fact that most of the
outside surface of a ship (hull and superstructure) are
composed of relatively thin plates. This fact is made even
more relevant by the fact that this plate thickness is very
small compared to the exposed surface area of these
plates. Therefore, thermally, the plates can be treated as
one-dimensional, with almost all of the heat transfer being
done perpendicular to the main faces of the plates
(internal and external).

The speed of a ship is comparable to most wind speeds
encountered. This, coupled with the open-air
environment of the ocean, make an accurate atmospheric
convection calculation important for a good maritime
signature model. Additionally, there are many regions of
the ship which have very different temperatures during
normal operation. The ability to model these “hot
regions” within the structure of a ship is critical to
correctly modeling the thermal signature of the ship.

The water environment also presents a very unique and
special background for a therrnal model. As the
background provides a significant amount of radiance to a
ship, the background must be modeled as accurately as
possible.

The ground vehicle model PRISM and the aircraft model
SPIRITS are scheduled for integration into the IRSS.
These two models were chosen because of their
widespread acceptance in the IR modeling community,
and their satisfactory performance in regard to
functionality. Both models excel in their respective areas
of modeling, however they are not suitable for MACE.

PRISM is a detailed 3D thermal signature model used for
temperature/radiance  calculations of ground-based
vehicles. In this modeling realm, a three-dimensional
conduction/convection model is necessary due to the thick
nature of the plates making up the exterior of the vehicle.
While this feature is certainly not something that is bad in
a one-dimensional thermal situation, it is unnecessary.

PRISM does not account for the background environment
in a way satisfactory for the maritime environment. The
method it employs is one of a general background
radiance, which is insufficient when dealing with the
large effects of solar glint on the sea surface.

SPIRITS is also not up to the maritime modeling task.
The model deals with aircraft flying through the
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atmosphere, not a condition where wind-driven thermal
convection is critical. Consequently, the convection
modeling capability of SPIRITS is somewhat lacking.
Also, the manner in which internal thermal regions are
handled is not very transparent, a key issue as the feature
is very important to maritime modeling.

Given these considerations, it was decided that
investigation of existing maritime signature models had to
be undertaken to determine whether an existing model
could be incorporated into IRSS, or if a new model would
have to be developed from scratch.

3. SELECTION OF A MARITIME MODEL

The investigation of existing maritime models led to two
main candidates upon which to base the modeling
capability: NTCS/SHIPIR and IRENE. The former was
created and maintained by W.R. Davis Engineering, Ltd.
Of Ontario, Canada. This model not only calculates the
thermal and radiometric properties of a ship in its
environment, but it also is capable of simulating complete
missile engagements between the ship and a variety of
anti-ship missiles. The features important for a complete
maritime model are included in this model, making it an
excellent candidate. In addition, this model has been
accepted as the standard NATO maritime model under
RSG.5.

The second model considered, IRENE, is a model
developed and maintained by the US Navy at its Naval
Surface Warfare Center (NSWC) Carderock Division in
Bethesda, Maryland. It also contains the salient features
necessary in a signature model for applicability to the
maritime environment

Both models are excellent candidates, and either model
would have been sufficient to accomplish the MACE
modeling goals. The decision was based on integration
ease and the fact that the time available for the work to be
done was relatively short. While there would not have
been a problem working with the team at W.R. Davis,
there would have been more issues to resolve with
SHIPIR than with IRENE. Also, as IRENE is a US Navy
model developed under a US Navy contract, greater
control was available to influence the integration effort.

4. INTEGRATION

4.1 INTEGRATION SCHEME

4.1.1 Phasel

The actual integration scheme for MACE was a three-part

effort (see figure 1). The first phase involved most of the
work on the creation of the new signature module code




itself, and was carried out at NSWC Carderock. A new
thermal signature module, derived from IRENE, was
written for IRSS. In the past, the model had accepted 2
files for each ship it processed — a geometry file and a
separate file containing the radiometric properties of the
paints and materials used on the ship. For this effort,
these two files were concatenated into one file. This work
made the information needed by IRSS more accessible.

The second part of this phase was to make background
data (ocean surface radiance values) available to IRSS.
This involved the implementation of a way to make the
background radiance calculations of the background
model consistent with the data used to thermally process
the ship.

A major concern was the method to be used in rendering
the ocean background. One feature of most maritime
models is that while the ocean surface would be
accounted for in the radiometric calculations, the
information would not be retained for rendering. This
background information is needed by IRSS.

A separate ocean surface background model based on the
model KELSEA, developed by the Naval Rescarch
Laboratory, is used for rendering backgrounds. This
model uses a ray-tracing algorithm to determine the
apparent radiance of the sea surface based on look angle,
sun position and observer altitude. This model was
modified to write out the sea surface radiance texture
maps (SSRTMs) which are used by IRSS.

The actual rendering of the background is done through
the use of the IRSS radiance map rendering capability.
The radiance of the ocean surface is calculated in a square
grid fashion. The squares comprising this grid can be
either 1m or 5m on edge and are 512 x 512 grids. The
resultant radiance maps are therefore 512m x 512m or
2560m x 2560m in size, respectively. These grids are then
tiled across a flat-polygon ocean surface background
appropriately, depending on the size of the background
used.

Converter from

p{ .surto JRSS.flt

= —p| sur oultput file IRSS material
Thermal e =
Signature —
Module
: Converter from
s i;;sgst;{m;: »| raw SSRTM to
IRSS radiance
map

Figure 1. Basic IRSS/MACE Integration Scheme.

4.1.2 Phasell

As shown in figure 1, the next part of the overall effort
(carried out at Comptek Ambherst Systems in Buffalo,
NY) involved the creation of a file converter. The
converter extracted the necessary information from the
sur files (the modified IRENE output file) and entered
them into .IRSS.flt (OpenFlight) format, which is the
three-dimensional geometry format used in IRSS. This
work was facilitated by the use of the Application
Programmable Interface (API) provided with Multigen-
Paradigm’s modeling program. The API allows for fast
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and easy access to the OpenFlight file format, making the
conversion a relatively simple task.

Also part of Phase II was the conversion of the radiance
data produced by the KELSEA-based sea surface model
into a format usable by IRSS. The radiance data was in a
16-bit, 256 color grayscale format, which was converted
into Silicon Graphics .bw texture format. This texture
was then rendered as a radiance map, with atmospheric
attenuation and path radiance calculated on a pixel-by-
pixel basis.

A related task was the creation of a material file for IRSS,
containing the radiometric properties of the paints and




materials of the ship to be rendered. As previously stated,
IRENE at one point used a separate file for the materials
used on the ship. This was incorporated in the actual
geometry file of the ship itself. This file is processed by
the IRSS converter, which in turn creates a geometry file
in OpenFlight format and a material file for each material
and/or paint used on the ship.

4.1.3 Phase Ill

Phase III involved some of the first work in the project,
but it was actually finished last. It consisted of the
complete rewriting of the IRENE thermal module, making
it, in effect, a completely new thermal model for inclusion
in IRSS.

4.1.4 PhaselV

Not depicted in figure 1 is Phase IV of the integration
effort. This part mainly involved the creation of a user-
friendly front-end for MACE. The current method of user
interaction with the MACE thermal signature module is a
call through a UNIX command-line script. This script
processes the desired atmospherics and environmental
information, selects the ship model to be processed, and
calls the actual signature module. While workable, a
more user friendly graphical interface has been proposed
for the fourth integration stage. Currently, it is considered
a future upgrade issue. It is important to note, however,
that there is no functionality lost by not completing this
work, as it 1s basically an ease-of-use issue.

4.2 EXECUTION OF INTEGRATION SCHEME

The work at NSWC Carderock (Phases I and III) went
very well. The Carderock team stayed in close contact
with the Comptek Ambherst team, making it easy for any
issues that arose during the work to be resolved quickly
and to everyone’s satisfaction. This close cooperation led
to the saving of a great deal of time and effort, as little
time was spent doing work that was later thrown away.
This made the reworking of the input file format and
creation of the new signature module very smooth.
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Phase II was similarly straightforward for the Comptek
Ambherst Systems team. The task of creating the file
converter, as mentioned above, was completed very
quickly due to the fact that the MultiGen’s Creator Plug-
In Tools API gives the programmer fast and easy access
to the OpenFlight format.

5. RESULTS

Depicted in figures 2 through 7 are some examples of
images rendered by IRSS using MACE-generated ships
and ocean surface textures. The exact details of each
screen capture’s contents are given in the caption for each
For all images, the sensor is a 256 x 256 staring LWIR
array with a 10° x 10° field of view, and white is hot.

In general, the results are very satisfactory. The ships
displayed in the images are actually two renderings of the
same ship facing in nearly opposite directions. This was
done to illustrate (within the limitations of graphical
reproduction) the effect of sun position on thermal
signature of the ship. The atmosphere used in the
rendering is a clear atmosphere — therefore there is little
attenuation of the targets and ocean surface texture as a
function of distance from the sensor.

A few important notes should be made about the ocean
surface texture. Each texture is created based on a single
look angle. Naturally, during the course of a scenario, the
look angle of the sensor can change dramatically. This
limitation is an important one, as it places a limit on the
realism of the ocean background. A dynamically updated
series of textures is a possibility for future capability, as
this would increase the accuracy of the rendered image.
This need can be through appropriate extensions to the
texture paging scheme of IRSS.

A fact worth mentioning is the almost uniform appearance
of the ships in these figures, aside from the solar heating.
There was no attempt to create accurate hot part
information for these particular ships as sensitive data
would be needed for such a task. Tests indicate expected
results when using realistic heated compartments in a ship
model.




Figure 2. This image is a snapshot of the ocean surface texture at Im resolution and a
sea state of 2. The sensor altitude is ~1200m with a look angle of —~10°.

Figure 3. The ocean surface texture is 1m resolution and sea state 2. The sensor
altitude is ~1225m with a look angle of —-5°. Ranges
to the two ships are 2650m and 3600m.

Figure 4. The ocean surface texture is 1m resolution and sea state 2. The sensor
altitude is ~1365m with a look angle of —-5°. Ranges
to the two ships are 1200m and 2150m.
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Figure 5. The ocean surface texture is 1m resolution and sea state 2. The sensor
altitude is ~1400m with a look angle of —10°, Ranges
to the two ships are 740m and 1560m.

Figure 6. The ocean surface texture is Sm resolution and sea state 2. The sensor
altitude is ~1225m with a look angle of -5°. Ranges
to the two ships are 2650m and 3600m.




Figure 7. The ocean surface texture is Sm resolution and sea state 2. The sensor
altitude is ~1365m with a look angle of -5°. Ranges
to the two ships are 1200m and 2150m.

6. SUMMARY AND FUTURE

Many of the important issues involved in the integration
of a Maritime Modeling Capability into IRSS have been
reviewed. There are several lessons which can be drawn
from this success, as well as some important points for
further work and improvement.

The use of MultiGen Paradigm’s Creator for 3D
modeling by IRSS allowed the conversion of the .sur
geometry format to be extremely smooth. This was
critical due to the fact that the entire project, from initial
funding to final implementation, lasted only 5 months.

Another important point relates to the cooperation
between the developers of IRENE and Comptek Amherst
Systems. They were available and willing to participate in
the effort. The work would have been far more difficult,
and certainly not nearly as straightforward, without their
participation. With their knowledge of the workings of an
already validated maritime model, the work to be done in
the creation of the new signature module was completed
very quickly.
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There is still room for improvement in the MACE
modeling capability of IRSS and studies in this direction
have aiready been undertaken. Features earmarked for
future effort are the creation of a wave-height algorithm
for sea surface rendering and the inclusion of plumes on
the ships themselves. These features have been identified
as the main enhancements required to bring the MACE
modeling effort closer to its desired level of functionality.
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ABSTRACT

The Sowerby Research Centre (SRC) based at Filton,
Bristol is responsible for developing infra-red signa-
ture prediction capabilities for it’s parent body, British
Aerospace. To achieve this, the STRUS code has been
developed and used on a variety of projects for the last
decade. SIRUS is capable of providing infra-red predic-
tions on air breathing and rocket motor propelled vehi-
cles, with considerable accuracy.

To enable SIRUS to remain both flexible and efficient for
the ever increasing prediction requirements of the vari-
ous business units within BAe, a suite of pre- and post-
processing codes have been developed. With a view to
performing true stealth design and assessment, SRC have
recently developed the DEG RADFE post-processing codes.

DEGRADE allows for the SIRUS output images to be
post-processed in such a way as to produce more realistic
imagery. The SIRUS images are composed of a target
embedded in a homogeneous background. DEGRADE
can take this target image, and embed it into an alter-
native background. This background can be measured or
simulated, and DEGRADE can produce both these re-
quirements, by conversion of measured data to a compat-
ible format or by simulating backgrounds using Gaussian
Markov statistics. Furthermore, DEGRADFE can apply
an MTF and noise, to simulate how the image would be
seen as viewed through a sensor. Alternatively, the image
can be transformed to a format compatible with more so-
phisticated sensor modelling codes, such as the TACOM
Thermal Image Model.

This paper will describe how DEGRADE can be used to
take simulated SIRUS images and create more realistic
images, that can be used for better stealth design and
assessment.

1. INTRODUCTION

Low-observable vehicle design is a key factor in retaining
the element of surprise during conflict and for improv-
ing mission survivability. These considerations are not
limited to the radio-frequency, which traditionally is per-
ceived to be the main stealth consideration. Increasingly,

the total signature from all frequencies across the electro-
magnetic spectrum must be considered in the overall de-
sign of a low-observable vehicle. Predicting Infra-red (IR)
signatures has therefore become an important design fea-
ture, and over the last decade BAe has developed the
SIRUS code to achieve this.

SIRUS is capable of providing IR signature predictions
on air-breathing and rocket propelled vehicles with con-

siderable accuracy. The properties that are modelled by
SIRUS include:

e Surface temperature

o Surface reflectance (parameterised Bidirectional Re-
flectance Distribution Function)

e Cavity physics

e Plume gas radiative transfer (including particulate
scattering)

o Atmospheric effects (including solar contributions)
e Backgrounds

o Sensor effects (imaging and threshold detection)

A key element in the design process however, is not nec-
essarily the IR signature itself, but the contrast with its
environment. It is quite feasible that the IR signature
of a vehicle may have components that are in positive
contrast to a particular background, and others that are
in negative contrast. This could render the IR signa-
ture contrast-neutral when unresolved in the imager (sub-
pixel). Whereas, when the aircraft is closer, thereby im-
aged by multi-pixels, the IR signature structure is resolv-
able and the neutral contrast seen at sub-pixel resolution
is lost. Furthermore, the structure of the IR signature,
in some circumstances may improve the low-observability
at resolved distances, as the structure may act as a cam-
ouflage against a cluttered background.

To enable SIRUS to remain both flexible and efficient,
a suite of pre- and post-processing codes have been de-
veloped alongside. One such code, DEGRADE allows
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predicted signatures to be embedded into a variety of al-
ternative backgrounds, against which their observability
can be assessed. The DEGRADE suite of code can also
create and/or convert these backgrounds, and transform
the images to simulate how the image would be seen as
viewed through an IR sensor. These applications add re-
alism to the signature predications provided by SIRUS,
and this paper describes how DEGRADE can be used
to enhance low-observable design and counter-stealth as-
sessment.

2. BACKGROUNDS

There is a necessity within the Aerospace industry to cre-
ate representative models of backgrounds for use with
our SIRUS target IR prediction capabilities. There are
software packages available to generate synthetic back-
grounds, however, these tend to rely intensively on skilled
users. Furthermore, it is not possible to generate nor
measure every conceivable background scenario required.
Instead, BAe have adopted the approach of generating
most of the backgrounds required using Gaussian Markov
statistics. The DEGRADE suite of codes has the capabil-
ity of generating such backgrounds, as well as converting
measured imagery to a format compatible to be used with
the STRUS target images.

The degree of complexity used in generating backgrounds
is, to a certain degree, a matter of user choice. The sim-
plest method is to use a homogeneous background, where
a constant value (e.g., radiant intensity, I[WSr~!]) is
used for every pixel in an image designated non-target.
The next level of complexity would be to allow a sta-
tistical variance of the mean value, so that the radiant
intensities of the background pixels vary across the im-
age, €.g., I = o[WSr~1]. The method employed here is
one level of complexity greater, whereby the background
pixel values are generated using a statistical variance of
the mean plus a correlation length. To do this, Gaussian
Markov statistics have been employed, and forms part
of the DEGRADE suite of SIRUS post-processing codes.
A variety of statistical parameters across an image may
also be generated by manually combining separately gen-
erated files.

In this way, it is possible to use DEGRADE to gen-
erate a wide range of statistically representative back-
grounds for use with SIRUS target images. It then be-
comes very simple to generate multiple background im-
ages that can be used with the SIRUS images, to en-
able the low-observability to be assessed for varying en-
vironments. Deciding on which statistical parameters to
use to generate these backgrounds is more difficult. A

good starting place is often to statistically assess a suit-
able measured background. Given a file containing pixels
of measured apparent temperature (as for AGEMA 900

measurement files) the mean (T) and variance (¢?) can
easily be determined by:

T:iVE:Tm) (1)
2 1 = 2
=i > () —T) (2

where, T'(n) are the apparent temperature values of the
pixels and NN is the total number of pixels. The calcu-
lation of the variance, o2, sometimes uses 1/N rather

than 1/(N —1). The small sample approximation using
1/(N —1) is used in DEGRADE.

To obtain a representative correlation length, the image
is assessed by passing a linear mask over the pixels, in
order to calculate the mean auto-covariance function:

N
=5 @ -T)x T@+)-T) @)

n=1

where, [ is the separation distance between pixels (see
figure 1, hence, for a horizontal mask of 2 pixels | = 1x
pixel width, and a vertical mask of 3 pixels | = 2x pixel
heights).

2 pixel el

horizontal

mask
3pkd 4 pixel
vertical horizontal
mask B mask

Figure 1: Examples of the horizontal (x-) and vertical (y-
) masks used to assess the statistics of a pixelated image.
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The correlation length, a~![m] can then be calculated
from:

Clly=cle mat = =!

“meae W

An example of an image measured by an AGEMA 900 is
given in figure 2.

Figure 2: Measured scene using an AGEMA 900. Scale
1.293-2.579 W/Sr.

The image is a sky scene showing some cloud structure.
The statistics of this image were assessed, as described
above. These values were then used to generate an image
using the Gaussian Markov statistical method, and the
resulting image similarly assessed. Table 1 gives the re-
sults of these statistical analyses, and figure 3 illustrates
the resulting statistically generated image.

Figures 4 and 5 indicate the distribution of temperatures
and auto-covariance functions for the measured and gen-
erated images, respectively. These figures, together with
the results shown in Table 1, indicate that the images
compare very well. Furthermore, the images themselves
(figures 2 and 3) show distinct similarities.

TABLE 1: Statistical assessment results of the
measured and simulated images.

Measured image | Simulated image
T[K)] 264.52 264.52
K] || 41.58 41.06
@~ ![m] || 52.16 + 8.60 46.86 + 7.68

The statistical assessments and image simulation are
achieved using apparent temperature values [K]. Radi-
ant intensities [WSr~!] are more appropriate values to
use, as they are independent of pixel area. Calculation of
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Figure 3: Simulated image using the statistical assess-
ment of the measured image. Scale 1.293-2.579 W/Sr.

radiant intensity from apparent temperature is achieved
by Planck function interpolation. However, this assumes
that the simulation range between sensor and target is
constant for all pixels. If this is not the case, then errors
will result. A pixel range map would allow this poten-

tial problem to be avoided, and this is planned in future
developments of DEGRADE.

3. EMBEDDING A TARGET

One of the main tasks of DEGRADEF is to take a SIRUS
image file, extract the target from the homogeneous back-
ground and embed the target into an alternative back-
ground. It is assumed that the SIRUS target will be a
high resolution image with the background at a lower
resolution. The embedding process is achieved by area-
weighting the radiant intensity values of the target and
background pixels, thereby creating a new image. The
area-weighting of the radiant intensities is achieved thus:

(Ay — Ay)
Ay

Av

Lee=1, A
l

+ 1,

where, I is the radiant intensity, and 4, is the area (cm?)
of the background (this is equivalent to the projected
pixel area); Ay is the target area component residing
within the background; and I; is the radiant intensity,
and A, is the area of the target pixels. This calculation
is performed for each target and background pixel, hence
calculating a resulting radiant intensity, I,.,.
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Figure 4: Temperature distribution of the measured and simulated images.
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Figure 5: x- and y- auto covariance functions of the measured and simulated images.
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The image in figure 6 indicates the resulting image of
a target embedded into the DEGRADE simulated back-
ground, shown in figure 3. The image in figure 7 shows
the same target, in the same position embedded in a ho-
mogeneous background.

Figure 6: Target image embedded into a cluttered back-
ground.

Figure 7: Target image embedded into a homogeneous
background.

Figure & Target image embedded into a cluttered back-
ground, with sensor effects (line spread function and
white noise) added.

The radiant intensity of the homogeneous background
was taken as the mean radiant intensity of the target,
so that the image would be contrast neutral if unresolved
(sub-pixel). The target is clearly resolvable, spread across
multiple pixels (37 target pixels in a total of 36450).
From figure 6 it can be seen that the target in the clut-
tered background is well camouflaged by its surround-
ings. Whereas, the target embedded into 2 homogeneous
background (figure 6) is clearly distinguishable from its
surroundings.

4. ADDING SENSOR EFFECTS

The images shown in figures 6 and 7 are indicative of the
effect of clutter on the ability to distinguish a target from
background. However, these images are idealised cases,
as no account of the sensor response has been included.
DEGRADE can take these images and apply simple sen-
sor effects, in terms of a line spread function and white
noise. Figure 8 shows the image given in figure 6, with
these simple sensor effects included.

By adding a line spread function and adding some white
noise, the target in the cluttered background becomes
even more difficult to distinguish from its surroundings.

To enable the full extent of the sensor effects to be simu-
lated, the SIRUS output can be integrated with other
codes, such as the commercially available code TTIM
(OptiMetrics, Inc., 3115 Professional Drive, Ann Arbor,
Michigan, USA). Figure 9 illustrates the capabilities of
the DEGRADE suite and its potential integration with
other codes and facilities.

Image files (from, e.g., SIRUS; AGEMA measurements;
Statistically generated backgrounds; ACSII data) can be
converted into alternative formats for assessment. The
IMAGE sub-program of DEGRADE allows these image
files to be converted to a variety of output formats, as
shown in figure 9. VIZ is a visualisation code, developed
by BAe, whereas TTIM is the TACOM Thermal Imager
Model, used to evaluate sensor effects. The effects that
can be modelled using TTIM are far more extensive than
the DEGRADE sensor modelling sub-program (MTF),
and include:

¢ Atmospheric and battlefield effects

e Detector responsivity

Atmospheric and optics MTFs

Optional spatial sampling

Detector noise

Post-detection MTF's
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5. CONCLUSIONS

The British Aerospace code, SIRUS in conjunction with
its post-processing suite of codes, DEGRADE can be used
as powerful tools in the design of low-observables. A
wide variety of problems can be addressed, ranging from
simple point signature assessments through to contrast
analyses and probabilities of detection. This end-to-end
capability is of use to both the low-observable and the
counter stealth designers. SIRUS is capable of provid-
ing high resolution Infra-red predictions on air-breathing
and rocket motor propelled vehicles, with considerable
accuracy. DEGRADE on the other hand, can take these
SIRUS images and create realistic scenarios. This is done
by generating suitable cluttered backgrounds, embedding
the target images into them, and applying sensor effects
to simulate how the images would be seen as viewed
through a sensor. This then allows for the detectabil-
ity /effective camouflage of a vehicle to be assessed in a
variety of environments.

These capabilities, and the continued development of
both SIRUS and DEGRADE, create a suite of powerful
codes that can fully address the requirements of stealth
and counter-stealth design.
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Exact calculation of reflected earth/sky radiance from a plate
with specified BDRF, and with arbitrary orientations
of plate and detector

M. J. Caola & N. C. Roberts, British Aerospace Sowerby Research Centre,
Filton, Bristol BS34 7QW, U.K.

Abstract The accurate calculation of the I.R. signature of a multi-
facet/plate model of a real vehicle in a real environment must include the
the correct physical modelling of accurate BDRF reflectance and atmospheric
radiance. The measured BDRF of a plate is fitted to the OPTASM model
with cubic-spline interpolation, for use in the 2-D integral of the radiance
reflected from the plate. The earth/skyshine on the plate is similarly inter-
polated from MODTRAN at given height and atmosphere. The radiance
reflected from the arbitrarily orientated plate to an arbitrary detector di-
rection is calculated numerically using the basic radiance integral with the
(now) continuous BDRF and MODTRAN functions. We give numerical ex-
amples of this detector radiance in various BDRF-MODTRAN-orientation
scenarios. The reflectance is calculated directly in spherical-polar plate co-
ordinates, but the results are expressed in the earth co-ordinates of plate and
detector .

Analysis
Recent requirements and advances in I.R. stealth technology necessitate ac-
curate calculation of the atmospheric radiance reflected from an vehicle sur-
face. The surface is usually modelled as a connection of flat facet/plates,
so this calculation is the sum of radiances reflected from single plates: each
has different area A,,, orientation and surface reflectance chararcteristics.
This reflectance is completely described by the surface BDRF (bi-directional
reflectance function) p’, which experimentally is the fraction of radiance re-
flected into an arbitrary direction from a (different) arbitrary incident di-
rection. The earth’s atmospheric radiance is accurately modelled by a code
such as MODTRAN, and depends only on the elevation angle 6 to the earth
surface normal z direction.

The plate m 1s orientated at elevation 8,, and azimuth ¢,, to the natu-
ral earth axes zyz, and at height h above the earth (we envisage radiance
summation over plates m = 1,2, ... M comprising the model). The plate axes
XY Z are fixed on the plate, with Z as the plate normal. Starting with co-
incident earth- and plate-axes, the latter are rotated by ¢,, about z followed
by 6., about Y, which specifies the XY Z axes (see fig.1).

The radiance reflected to an arbitrarily orientated detector is the sum
over the 27 sr above the plate surface of the product of atmospheric radiance
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with BDRF. This calculation can be done in earth zyz or plate XY Z, but
must of course be expressed in ‘real-world’ earth co-ordinates.

We present here the calculation in plate XY Z, then referred back to earth
zyz. We have also done the same completely in earth zyz: exact agreement
between the two, involving cases with Helmholtz reciprocity, leads us to
believe that both analytical methods are correct.

(Notation: we use upper-case Roman and Greek symbols for plate vari-
ables, and lower case for earth variables. Thus
plate: radiance I, I’, polar ©,®, @', &', direction 2(0, ®)
earth: radiance 7,7" , polar 8, ¢,0', ¢’ , direction w(6, ¢), plate 8,,, ¢,

Here f is an incident and ¢’ is a reflected variable.)
The plate-system radiance reflected to a detector in spherical-polar direc-

tion (©', ®') is [1]

27 /2
1€, 88,0, ) =/ d«b/ dO 1(0,8)5(0,d,0', ') cos(O) sin(O)
0 0
(1)
The BRDF p' is the fraction of incident radiance I(©,®) reflected in
detector direction (©', ®’), and is physically modelled by the OPTASM ex-
pression [2]
A(O) @)
B(O) 4+ 1 — Quk(Opk, &0 ).2 (0, @)
where (,;.8" is the dot-product of the two unit-vector directions, i.e. the

cosine of the angle between them, and §,; are the OPTASM-fitted peak
direction(s). We consider only an ‘isotropic’ non-figured plate surface here,

70,8, 0,87 =

so

| pl — pl(@’ @I’ @ _ @I) (3)

| and

! (bpk = -7 (4)

| We also note that (Helmholtz) reciprocity (‘reversibility of light’) means
p'(0,0,0,9) =, (0',9,0,0) (5)

Our final reflected-radiance 2-D integral is, referred back to earth detector

(¢, ¢'),

(0, 0m, @' — ¢m) =
27 /2 1(0,®) cos(0)sin(0)A(O)
/(; dq)/o e B(©) 4+ 1 — cos(0,x(0) cos(©') + sin(Opx(©O) sin(O’) cos(<IE — &)
6)

To practically calculate this integral we need I, ©’, ®’ expressed in earth co-
ordinates:

1(0,9) = i(6) 6=06(0,9,0,)
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®, = ®,(ema ¢ma 9l7 ¢l)
& = & (6, s 7', &) ™)

These expressions and the integral are calculated using Mathcad intrin-
sic functions. Firstly, instrinsic genfit was used for the best Levenberg-
Marquardt fit of OPTASM {A, B, O,.x} for each of the discrete in-line
BDRF data at incident ©;,. = 0,10, 20..85°. Secondly, intrinsic cubic-spline
cspline and interpolation interp were used to create continuous OPTASM
{A(O), B(0),0,:,k(0)} and continuous MODTRAN () from the above
discrete ones. Finally, the continuous {i, A, B, Opeqr} and expressions (7)
were used in Mathcad (6).

The detector also receives self-emitted radiance from the plate
sets(0,2) = B(A, T)[1 - p(€, @')] (8)

where B is the Planck function at wavelength A and plate temperature T,

and HDR
p(0', @) —/ " do /2 d®,'(0,0,0',8") 9)
o] 0 0 3 ? 9 ?

which integral is calculated in Mathcad as above.

Results are shown for a BDRF having no sensible specular component, which
was thus fitted with a single OPTASM term, as in (2). (A good fit to semi-
specular BDRF was also obtained with a two-term model.) We append
Figs.2-10 of MODTRAN radiance i(f), a sample BDRF fit, and detector
radiance ¢'(8’, 6,,,0) as a function of detector elevation angle §' for plate el-
evations 6,, = 0,30,60..180°. We believe that these /(') are exact reflected
radiance under the specified conditions. They generally peak markedly at
6! .. and 8! . . due to the rapid increase of both p’ towards grazing incidence

and of skyshine :(6) above 8 ~ 90°. However, the more fundamental reflected
power w’ at the detector

w =1 cos O Awges A (10)
shows less variation.
References
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BRDF Modeling for Physically Accurate Image Rendering

John W. Hilgers, William R. Reynolds, Randall J. Houle
Signature Research, Inc.

James Jafolla
Surface Optics Corporation

ABSTRACT

The bidirectional reflectance distribution function (BRDF)
[1] describes the directional reflective properties of a
surface. It is therefore a function of four angles, the azimuth
and zenith angles for both the incident and reflected
directions. If the reflectance is anisotropic, a function of the
azimuth angle, then approximately 10° floating point values
are required to specify the BRDF for one degree angular
increments. In addition, if the surface has even moderately
specular facets the BRDF will have lobes of large
magnitude but small angular subtense. This makes
utilization of the BRDF difficult from a practical standpoint.

A method for solving these problems was based on
determining each lobe’s location and angular subtense as a
function of the incident direction angles. The lobe’s shape
was determined by computing its second moments and
equating these to the corresponding moments of a Gaussian
distribution function. Thus for each lobe six variables, the
lobe’s centroid, height and the three coefficients in the
exponent of the Gaussian, were tabulated as functions of the
incident direction. These functions were then modeled by
bilinear interpolation. While straightforward conceptually,
obtaining this database for highly structured surfaces proved
a challenge.

Once the BRDF model is available it is applied to the
problem of rendering physically accurate images. A unique
hybrid rendering approach is described and demonstrated
using anisotropic BRDFs. In summary the approach uses a
measured background and employs first the radiosity
method and then standard ray tracing to make extremely
detailed renderings.

INTRODUCTION

The objective of the present study is to synthesize a
calibrated spectral rendering of targets from the UV through
the LWIR (8-12 microns) bands. Furthermore, arbitrary,
realistic backgrounds are to be incorporated by projecting
the imagery onto a hemisphere surrounding the scene.

This approach requires the rapid computation of many
BRDF values, which can only be achieved by initially
modeling these potentially pathological functions
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accurately. The BRDF is obtained by experimental
measurement, which results in an exceedingly large
database, or, alternatively, the execution of a simulator like
MicroOpt. 1t is assumed the BRDF is anisotropic and will
eventually include polarization effects. The unique and
innovative features of this approach inciude:

the rendering of both diffuse and specular surfaces
from a spatially differentiated background.

The utilization of both radiosity and raytrace
approaches to exploit the advantages of each.

The insertion of the target into measured
backgrounds and the addition of sensor effects.

FITTING THE BRDF

Due to the exceedingly pathological behavior exhibited by
typical BRDF's, standard methodologies for the modeling
and approximation of functions were impractical and
alternate strategies were needed. Standard approaches [2]
include interpolation, fitting a lincar model or fitting a
nonlinear model to the data. The first two methods usually
involve the solution of a linear system; the third a Powell or
Levenburg-Marquardt method for minimizing over model
parameters. While such methods are very effective in single
instances, applying them when thousands of incident
directions must be evaluated is impractical. To circumvent
these difficulties a method which obviates the need for
optimization by computing approximations in the "forward
direction" was applied. The method of choice was to fit a
Gaussian distribution to the BRDF by equating moments.

Many different models were tested including wavelets,
spherical harmonics, B-splines, Cauchy distributions, the
OPTASM [4,5] model and the Gaussian distribution. Only
the latter had finite second moments computable in closed
form. By the Gaussian distribution is meant the function,

p=Rel -ax’=2bxy-¢y* )

(1)

where x=¢,- § and y=¢,- ¢ . Equation (1) has six

parameters. R gives the height of the lobe, the ordered pair
(@ ,¢ ) gives the lobe's position, and the triple (ab,c)

gives the lobe's orientation.




The zeroeth and second moments for (1) are:

Q@ =) gy /D,
fhy =[P 2 ) gy e/ 203
Hyy = ﬂyze('axz"zb"y"y:)dxdy =m/2D3
Pay = [ xpe( " =209 ) gy = _ gy / 203
where in (2) D =+ac -b% . Itis easy to invert (2)
which yields,
3) a= popty, /D, b= —pppy, /D

and C= Ugly /D,

where this time in (3) D= 2(Ugehlyy, =y by )

The procedure for the six parameters now is:

@

Determine a reasonable sample frequency based on
lobe behavior.

At each sample point find and delimit all lobes.
Then numerically perform the integrals in (2) on
the lobe data.

Then use (3) to establish parameters a, b and c.

Let R in (1) be the lobe maximum.

Let(g ,¢ ) be the lobe centroid computed from

the first moments or, alternatively, it could be the
(6,.¢,) where the lobe maximum occurred.

All six parameters are tabulated for each lobe.

For given incident direction, interpolate these
tables to approximate the six parameters.

These parameters with the reflected angles allow
the BRDF computation via (1).

This must be done for each lobe, and a diffuse
component added to fill in between lobes.

LOCATING AND DELIMITING LOBES

There are two general approaches for finding lobes at the
sample points. Each has its advantages and disadvantages
and each method is partially dependent on the other.
Method 1 is the "tracking" program which, once a lobe is
acquired, tracks it to the next sample point by gradually
varying the incident direction. Method 2 is the "scanning"
program which simply advances to the next sample point
and searches for all lobes by computing on a very fine
(usually angle increments of one or two degrees)

reflection grid. Method 2 has the advantage of being
automatic, albeit very time consuming. However, lobe
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identification at adjacent sample points still requires a
rudimentary tracking program. Only by following the lobe
can the user be sure which lobes at adjacent sample points
are, in fact, the same lobe.

Method 1 is much less automatic since the tracking
programs run the risk of losing the lobe for reasons cited
below. The user may be required to run several different
programs to reacquire the lobe, or, if the lobe has vanished,
to determine if the lobe reappears. The tracking programs
require a scan of at least one sample point to initially detect
all lobes.

Some reasons why this part of the entire process is the most
difficult and time consuming are:

lobes vanish and reappear.

Lobes coalesce and bifurcate.

The hull enclosing the lobe may enclose multiple
lobes.

A tracking program slips off one lobe and onto
another.

Lobes can include the zenith which complicates
anaylsis.

Winding numbers values may disagree implying
discontinuities.

These and other problems make post-processing of the lobe
parameter databases, especially those for lobe height, R, and
lobe position, essential.

SEPARATING DIFFUSE AND SPECULAR
COMPONENTS

If the BRDF is computed by using equation (1) for the lobes
exclusively, it will be orders of magnitude too small over
regions far from any lobe. In the rendering process this can
be disastrous since even small BRDF values can
significantly impact pixel intensity in combination with
strong sources.

This problem can be solved several different ways
depending on the nature of the diffuse component of the
BRDF.

The simplest fix consists in just adding a constant to the
value obtained from the lobes using (1). This constant can
be taken as the average of the diffuse component obtained
by integrating over all four angles. Or the integration can be
over the R-angles and the average value made a function of
the I-angles.




The most accurate approach involves sampling the diffuse
component coarsely and interpolating to get a value at each
setting of all four angles.

If the more sophisticated methods are to be used it is
necessary to separate the lobes from the diffuse substrate.
This is most easily done by a filtering procedure. For
example, if a tabulated or simulated BRDF value exceeds a
tolerance, replace it with the average of its nearest
neighbors. If necessary this process can be repeated until
the lobes are sufficiently suppressed.

An alternate strategy for dealing with the diffuse component
is to determine radiation exchange factors and compute the
radiosity solution prior to executing the raytrace in the
rendering code. This is discussed below.

Figures 1 and 3 show BRDF lobes for the Sanford-
Robertson and Specular settings, respectively, in MicroOpt
for two incident directions. Figures 2 and 4 show

the reconstructions obtained by the method just described.

phir, dag o o thetr, deg

Figure 1: BRDF Sanford-Robertson option, I-dir = (40,0)

phir, deg 090 thetr, deg

Figure 2: Gaussion Reconstruction for (40,0)

phir, deg o0 their, deg

Figure 3: BRDF Specular option, I-dir = (30,0)
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Figure 4: Gaussian Reconstruction for (30,0)
RENDERING APPROACH

Figure 1 schematically depicts the inputs and dependencies
for the rendering process. BRDFs are modeled as described
above and input to the renderer. FRED geometry models,
RAD-X, which provides the radiation exchange factors for
the radiosity solution, and PRISM are input in support of the
rendering code. Currently these utilittes remain "stand-
alone", but eventually all components will be integrated into
a single Visual C++ application.

—————— Pl
Plume

Measured |
“lw Model
(spectral) | ——

_.stsm
Baclground

Figure5: Overview of Rendering Components.
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The measured RGB background, as shown in figure 2, is
projected onto a hemisphere surrounding the vehicle as
shown in figure 3. Thus step 1, establishing the target
radiation environment, is complete. Step2 is to obtain the
radiosity solution. Figure 4 shows the radiosity solution for
a hemispherical target with a single source.

Figure 6: Image of Calibrated Background.

Figure 7: Projection of Background on Hemisphere.

Figure 8: Radiosity Solution with Single Source.

Step 3 is to raytrace [3] along specular lobes and to defined
sources as well as sufficiently strong intensities that result
from the radiosity solution. Multiple specular reflections
can also be implemented. Step4 is to create the rendered
image by adding sensor effects. Figure 5 shows three panels

of varying specularity inside the hemisphere with the
projected, measured background. The reflected tree line is
clearly visible on the specular panel.
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Figure 9: Three panels
SUMMARY

It has been shown that BRDF databases, whether measured
or simulated, can be effectively modeled, even in extremely
pathological instances that arise from highly specular
coatings. The integration of the accurately modeled BRDF
with ray tracing techniques has been shown to produce
intuitively appealing rendered images, and initial validation
runs confirm that this imagery is indeed physically accurate.

The continuing effort will be directed at making
the BRDF modeling stage faster and more automatic. Better
methods for dealing with inherent problems, like the
behavior of the azimuth angle near the zenith, will be
incorporated in the software.

In the rendering phase parameters that affect the
acuity of the final image will be fine tuned. Greater
accuracy will be sought by including multiple specular
bounces. And eventually polarization effects can be
included since the independent elements of the Meuller
matrices can be modeled just as the BRDF can.

Finally the entire component package displayed in
figure 5 is to be integrated into a coherent Visual C++
application.
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ABSTRACT

Developing valid target and terrain modeling to use in
night vision and infrared simulations is based on the
liberal use of measured data from reliable sources. This
data requirement remains the same, whether you model
tactical scenes using high-resolution photographs, or
larger areas from lower resolution satellite imagery.
Industry partners Surface Optics Corp and Surface Data
Company developed a system to produce quality spectral
reflectance and thermal emissivity data. It covers the full
gambit of field collection, laboratory measurement, and
database production. The end result is a growing library
of geospecific and geotypical data from .3-25pm, that
makes results more believable and the output scenes much
more realistic.

This paper describes the general approach taken to collect
cultural and natural materials, measure their reflectance
characteristics, and produce validated data for use in
computer modeling and simulation. Maps, satellite
imagery, aerial photographs, ground photographs, and
geological literature are all used to decide what are
candidate locations for collected materials for
measurement and inclusion. A team is then sent to that
area, if possible, to collect samples and document all
activities. Samples are brought back to the lab for
preparation and measurement. The data produced is then
put into a general ASCII format, for easy extraction into
any modeling system. This white paper shows sample
grayscale images “before” and “after”- first with data
from outside sources, then after applying data generated
from our approach. A much higher level of structure is
apparent.
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INTRODUCTION

Using validated data is a two part process. Part one
presents a description of the optical property data library
produced by Surface Data Company (SDC) using Surface
Optics Corporation (SOC) manufactured instruments and
technicians.  This library contains a continuously
expanding set of surface materials and, for each, a data
listing of its spectral reflectance from 0.3 to 25.0 pm (the
actual data listings are given separately from this
document).

Part two explains how applying this data supplies core
validity to spectral modeling. This is shown through
examining use of the optical data in a specific application.

Our approach uses “geospecific” data whenever possible.
Information on geospecific samples are well documented
and from identifiable locations. Samples that are of a
more common nature, such as brick, yellow road stripe,
and off-white exterior paint are considered “geotypical”.
Therefore, modeling the Yuma Army Proving Grounds,
for instance, would have a much greater level of
acceptance if it included optical properties of local “desert
varnished rock”, “Algodones Dunes sand”, and “Arizona
creosote bush™ as opposed to generic granite, desert sand,
and scrub brush.

The process for converting the rough samples into usable
data follows an easy to duplicate process. This assumes
that the data format is determined, based on the
simulation in use. Under this system, data is reduced into
seven major categories. However, the end user’s
application ultimately defines the layout of the data
format.



THE OPTICAL PROPERTIES LIBRARY

The materials included in the SDC library are separated
into seven categories. These are Soil, Rock, Vegetation,
Hydrology, Construction, Fabrics, and Paints. We
distinguish this material reflectance library from others
available in that several types of reflectance data are
provided, including reflectance as a function of the angles
of incidence and reflection, and the diffuse and specular
components of the total hemispherical reflectance.
Libraries from other agencies typically provide only total
hemispherical reflectance.

We’ve also added photographs with this library set to
provide users an ability to visualize the characteristics of
the samples and understand the environment from which
they were extracted. = The photos are scanned from
photographs or digitally acquired.

The actual samples are compared to the video display on
the computer monitor to adjust the color and tint to match
the digital rendering as closely as possible. This is very
important because the majority of visual imagery is not
consistent with reality. This is especially true of false-
colored “RGB” satellite imagery. The physical
comparison immediately corrects this discrepancy.

Photographs are Included

Typically, three photos are included per sample (see
Figure 1):

1. A general area shot provides a view of the local
environment.

2. A site photo shows the immediate location from
which the sample was obtained. Every effort was

3. A scanned image of the actual measured sample
allows you to view the texture up close.

Naming Convention

The reflectance data files for each material are sorted by
data type, with each file named using the following
naming convention:

“Category_material name_data type_ID number”
For example:

“S_Sandstone HDR20 AK0056” is the name for
sandstone soil, hemispherical directional reflectance
at 20 degrees incidence angle with ID number
AKO0056.

Geospecific Materials

Each naturally occurring earth surface material in the
library (which includes soils, rocks, and vegetation) is
specific to a selected geographical location. For these,
photographs and their descriptions are given for the
general area from which the sample was selected, the
specific in-situ location of the sample, and the actual
sample that was measured.

Also included are the actual latitude and longitude
coordinates (WGS-82). In those instances where the
same apparent material is included in the library, such as
that of a dry lakebed or a dry silt-clay-sand from a desert
wash, its specific location is the only information that can
be used to explain differences in the reflectance of the two
materials. This is most important for soils, and rocks
whose mineral composition is difficult to determine, and

General Area

Sample Site

Measured Sample

Figure 1, Sample photos included in library.

made to contain the field of view to 1-2 square
meters.
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least important for vegetation (for example, Honey
Mesquite from Arizona has essentially the same
reflectance as that from California).




The manufactured samples, in categories Construction,
Fabrics, and Paints, are not specific to a location. For
these, only a photograph of the measured sample and its
description are given.

The Specific “Data Types”

Total Hemispherical Reflectance (THR) - Total
reflectance for a near-normal angle of incidence (7
degrees) of illuminating source.

Hemispherical _Directional Reflectance (HDR) -
Hemispherical reflectance for specific angles of incidence
of the illuminating source. The presently included angles
are 10, 20, 40, and 60 degrees (these are denoted by
HDR10, HDR20, HDR40, and HDR60, respectively).

Diffuse Directional Reflectance (DDR) — Hemispherical
reflectance for specific angles of incidence of the
illuminating source with the specular component blocked
(+% degree from the specular angle). The presently
included angles are 20, 40, and 60 degrees (these are
denoted by DDR20, DDR40, and DDR60, respectively).

Specular Directional Reflectance (SDR) - Specular
reflectance component for specific angles of incidence of
the illuminating source, computed by subtracting HDR
and DDR. The presently included angles are 20, 40, and
60 degrees (these are denoted by SDR20, SDR40, and
SDR60, respectively).

Bi-directional _ Directional _Reflectance (BDR) -
Reflectance as a function of reflectance angle in the plane
of illuminating source for each incidence angle for which
SDR data are measured. These data are provided in three
spectral bands (visible, 3-5pm, and 8-12um) from which
the lobe width of the specular lobe can be determined.

FIELD WORK

Generating measured datasets starts with proper planning.
First, the area of interest and targets for modeling are
defined, based on an operational scenario or testing
requirements. This drives the level of detail required and
how many materials need to be represented at a given
resolution. Both natural and cultural objects are
considered. Sometimes data may already be available
through our in-house library. Maps, satellite imagery,
aerial photographs, ground photographs, and geological
literature are all used to determine candidate collection
locations.

Then, a team is sent to that area, to collect samples and
document all activities. (Note: Sometimes an area is not
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accessible, so a neighboring location with similar geology
and vegetation is used.) Every effort is taken to comply
with local and federal environmental restrictions and
historical preservation policies. Samples and the general
area are photographed, GPS coordinates obtained,
prevailing conditions recorded, and locations are marked
on maps.

In some cases, full diunal thermal emissivity profiles of
selected samples are captured on location. This is can be
folded into the simulation, as required.

LAB WORK

Overview

Samples are brought back to the lab for preparation and
measurement. After being logged into the database, SOC
technicians use several instruments including the SOC-
100 (Figure 2), SOC-250, and a CARY for the .3-2.0pum
range. All instruments are run against a “baseline

Figure 2, SOC-100 Instrument with grass
sample about to be measured.

standard” prior to the first sample measurement to ensure
consistency. (Note: SOC uses “fused silica™)
Experienced engineers and technicians scrutinize the
results of measurements for data as part of the quality
assurance process.

The data produced is then put into a general ASCII
tabular format, for easy extraction into any modeling

system. Figure 3 shows a plot of sample soil data
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Figure 3, Reflectance plot of grass sample.
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presented as reflectance, as a function of wavelength.

The area of interest can now be satisfactorily modeled
based on data representing materials actually present.
Although simulation algoritims require their own
evaluation as to simulation accuracy, the underlying data
is considered reliable<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>